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Purpose

This document presents the level 3 requirements of the GLAST LAT I&T Online System.

1. Scope

The scope of this document is to cover the requirements of the GLAST LAT I&T Online system.

2. Definitions

2.1. Acronyms

AEM      
ACD Electronics Module

API      
Application Program Interface

cPCI     
Compact PCI

COMM     
Communications Module

CU       
Calibration Unit

EEPROM   
Electrically Erasable Programmable Read Only Memory

EM1      
Engineering Model 1

EM2      
Engineering Model 2

EPU      
Event Processor Unit

FITS     
Flexible Image Transport System

FU       
Flight Unit

GUI      
Graphical User Interface

IDL      
Interactive Data Language

LAN      
Local Area Network

LAT 
Large Area Telescope

MB       
Mega Bytes

NFS     
Network File System

ODBC
Open DataBase Connectivity
PCI      
Peripheral Communications Interface

PPC      
Power PC

QU       
Qualification Unit

RAM      
Random Access Memory

ROOT     
Rene's (?) Object Oriented Tool

RTE      
Real Time Engine

SBC      
Single Board Computer

SCL      
Spacecraft Control Language

TBR      
To Be Reviewed

TCP/IP   
Transmission Control Protocol/Internet Protocol

TEM      
Tower Electronics Module

VME      
Versa Module Eurocard

2.2. Definitions

DataIO         
The program that receives and decommutates the telemetry data.

Flash Memory   
A type of memory that retains its contents when powered off.  It is normally read only but can be written by a special software procedure.

Network router 
A device used to isolate traffic on two subnets from one another.

Test-stand     
The combination of a workstation, embedded system, electronics and sensor under test, with corresponding software

3. Applicable Documents

LAT-TD-00426
I&T PDR report

LAT-SS-00XXX-XX 
LAT Electrical Ground Support Equipment Level 3 Specification

GTM023A  
EGSE Concept for LAT; GLAST Technical Memorandum from Scott Williams to G. Haller; 13 July 2001

4. Description

The term "online" is borrowed from the High Energy Physics community.  There, it refers to the suite of software that is used to collect data from the detector, save it to persistent storage and to monitor and control the detector and acquisition system.  In the case of the GLAST I&T subsystem, "online" has a similar meaning, but in this case the "detector" is a sensor and associated its electronics under test.

5. Requirements

The LAT subsystems are to use a common set of equipment to perform component and subsystem testing. The common EGSE shall be able to support testing of individual subsystem components, subassembly test, full LAT assembly tests, and LAT testing at observatory level (LAT with S/C before launch).  

5.1. EGSE Software

5.1.1. EGSE Software Quality Management

As required by the LAT Performance Assurance and Implementation Plan (LAT-MD-00039), the EGSE Software shall comply with the standards set forth in the LAT’s Software Quality Management System (SQMS) which is based on the ANSI/ASQC Q9001 Quality Standard. 

5.1.2. Data Archiving

The EGSE shall provide data archiving of housekeeping data and science data. The EGSE shall be able to access and display archived data.  All data sets shall be time stamped. 

5.1.3. Data Logging

 The EGSE shall provide logs of all actions (commands, errors, warnings, script execution, out of tolerance data, etc.) The EGSE shall store test reports.  Run-time logs shall be automatically maintained.  All logged items shall be time stamped. The Command Log shall be executable as an input script to repeat a test condition.
5.1.4. Telemetry Database

The EGSE shall provide and maintain a database of telemetry data items.  The database shall define data stream decommutation information, conversion process and parameters to create engineering unit variable from raw telemetry value, display formatting information, warning limit range, red limit range, timescales for limit checking, and enables for limit checking.

5.1.5. Command Database

The EGSE shall provide and maintain a database of command data items.  The database shall define valid command mnemonics, valid command modifiers and parameters, conversion process and parameters to create command data parameters from parsed engineering unit command parameters, limits on command parameters, flags that define and enable critical or context sensitive commands, command verification parameters: verification telemetry item, verification time delay, verification failure process.

5.1.6. Database Interface Compliance

The EGSE software shall be ODBC compliant.

5.1.7. Out of Tolerance Data

EGSE software shall flag out of tolerance housekeeping data in real time by comparing to limits stored in a database.  Two levels of monitoring shall be provided:  warning and error.  This is sometimes called warning limit and red limit. The red limit generally requires action, the warning is informational. 

5.1.8. Data Visualization and Manipulation Interface

The EGSE software is required to supply a graphic user interface that displays housekeeping data and science data.  The interface shall provide for the issuing of commands to the instrument/subsystem and for controlling the EGSE hardware.  The interface should control all functionality of the EGSE via software. The interface shall be able to display the data in the form of graphs, charts, and tables.  The screen can be viewable over the web.  EGSE developers shall be able to easily manipulate the implementation of the charts and graphs. The interface shall provide a method for defining and saving new display windows consisting of telemetry variables (scalers or arrays) and various graphic displays.  These displays shall be definable via scripts or other dynamic method.  A database of defined display windows shall be maintained and a mechanism for recalling them shall be provided.  The interface shall be capable of displaying a large number (TBD) of windows simultaneously.

5.1.9. Test Scripts, Command Procedures, and Operations Sequences

The EGSE shall support test scripts, command procedures, and operations sequences to perform and report data for specified test sequences.  The scripting language shall support conditional branches, “for” looping, “while” looping.  The language shall also be capable of creating command parameters from script variables. The language shall have access to current telemetry data variables and be able to test and branch based on telemetry variable states. The scripting language shall support programmed relative delays for timescales of milliseconds to hours. The language shall be capable of spawning subprocesses or threads which perform more complex analysis tasks.  These threads can be blocking or non-blocking to the script processing and shall optionally return a testable status to the script process. 

5.1.10. Resource Priorities

The EGSE shall preserve the integrity of telemetry and commands as a priority over the other functions of the EGSE.

5.1.11. Version control

The EGSE software is required to be version controlled. On activation, the ESGE shall record in the run log the operational version of the EGSE software as well as the version of all databases loaded.  Operator shall also be able to query operational versions of EGSE and all databases via the GUI command interface.

5.1.12. Open Source

EGSE test executive software is strongly preferred to be open source.

5.1.13. Operating System

The EGSE operating system must be current and supportable (Windows NT/2000, Sun Solaris v.7 or greater, Red Hat Linux v6.2 or greater)

5.1.14.  Messaging service

The EGSE must have a real-time messaging alert service to both allow response to emergency situations by offsite personnel, and to allow lights out operation of the IOC.

5.2.  Physical 

The EGSE shall be compatible with the AC power requirements of the facilities in the collaboration that are performing tests.  All EGSE components shall be designed to survive the environmental stress caused by standard transport to and from various facilities (Temperature, Humidity, Shock, etc).  The EGSE equipment shall be rack mountable in standard movable racks (workstations may or may not be rack mounted).

5.3.  Supportability

The EGSE is required to be supported for 5 years minimum for the EGSE used for subassembly and LAT I&T, and is required to be supported for 10 years for the final EGSE equipment which migrates to the IOC. 

5.4.  Export

The EGSE is required to have minimum exposure to ITAR issues and is required to be easily exportable to the countries and organizations within the collaboration.

5.5. Support of Calibration Calculations

The EGSE shall support single and multiple tower configurations for both ground and on-orbit calibrations (IOC).  The data acquisition shall support self-triggering and external triggering modes.  All calibration products shall be produced by the real time system. The EGSE shall support the aliveness and functionality tests, Data reduced using the SAS reconstruction algorithms, Simulated reconstructed data whenever applicable, Housekeeping data, External data if applicable (e.g. metrology of instruments). The database shall archive all raw and reduced data and provide real-time query and report capabilities.  Event, housekeeping and external data shall be available with a time stamp and synchronized (if applicable) to allow study of trends and correlations.

The EGSE shall be compliant with Science Analysis Software (SAS).

5.6. Hardware

A test stand consists of a workstation, a crate of interface electronics, a network router and electronics and/or sensor under test.  The function of the router is to isolate the network traffic generated by the test stand from the rest of the subnet to which it is connected.

5.6.1. Workstation

The workstation will be an Intel Pentium 3 or higher class machine running Microsoft NT 4.0 or Windows 2000 Professional (TBR).  The machine will have a minimum of 256 MB of memory and 10 GB of disk (TBR).

5.6.2. Embedded System

Several versions of the test stands will be made.  One version will be based on a VME crate containing an MVME 2306 SBC (PPC 604r, 32 MB RAM) and a VME LAT-COMM card.  Other versions (including the flight version) will be based on a cPCI form factor with a TBD SBC apropos to the situation.  In some cases, the cPCI-based test stand will have a cPCI version of the LAT-COMM card to communicate with the electronics and sensor under test.  In other cases, the SBC will interface to the flight hardware through the cPCI bus.  

5.7. Software Environment Setup

5.7.1. NT/Windows 2000

The workstation will be configured with SCL and NFS server software.

5.7.2. VxWorks

The embedded processor will run the VxWorks operating system.  The bootstrap loader will be resident in SBC's Flash or EEPROM memory.  The OS and additional software will be loadable from the NT workstation's hard disk through an NFS mount point.

5.8. Coding interface requirements

5.8.1. Programming technique

Object Oriented techniques and C++ shall be used to construct the system.
5.8.2. Scope limitation

A method is needed to avoid multiply defined symbols.  Symbols, macros, etc., that live in the global namespace will be prepended with an acronym to signify to which facility/package or subsystem (TBR) the symbol belongs.  The owner/maintainer of the facility/package is responsible for avoiding name clashes.

5.9.  SCL

SCL is a toolkit with which a control system can be built.  In order to create a control system, several features need to be added, such as a command and monitor interface, an archiver, etc.  SCL provides an API with which to build these features.  These features communicate with the core SCL system via a Shared Memory Database and/or TCP/IP Stream sockets.

5.9.1. Network communication

A set of C++ classes will be provided with which to set up communication using TCP/IP sockets.  The class interface is TBD, but will need to take into account file descriptors other than those in use for SCL on which to hang a read. TCP/IP socket port number will be allocated according to a method TBD. Probably the SCL defaults are good enough. A given test stand can, in principle, serve multiple simultaneous users.  To avoid conflicts between these users, the TCP/IP socket port numbers should be allocated so that a given port number is not used for two different tasks.  The method to assign an offset to the group of ports used is TBD.  The SCL mechanism to offset the ports by a function of the user ID (UNIX, NT = ?) may be satisfactory.

5.9.2. Shared Memory Database

Shared memory database entries are ultimately recognized by the SCL system via their "record ID" numbers.  These record ID numbers are assigned by the database designer and must be unique in a given database.  In order to allow different subsystems to develop their databases independently, the capability to load multiple databases will be used.  The databases are assigned an ID that is a number corresponding to the order in which they are loaded, starting from zero.  A method to discover which databases are loaded will be provided.  A database designator will prepend all references to database records.  The method to define this designator is TBD.

5.9.3. SCL Commands

There are several types of commands that can be issued to SCL.  The core set provided by the SCL command interpreter can be augmented with custom commands. The custom commands are typically directed to a "listener" application that in turn acts upon the command.  Scripts are another form of commands. Namespace conflicts will be avoided with a TBD method.  If a method to limit scope cannot be found, the same rule as in 6.8.2 will apply, i.e. command names will be prepended with a short subsystem-specific prefix.  It is expected that users of the System will rarely, if ever, have to type these commands, as they will be issued in response to interaction with a GUI.

5.9.4. Applications

A number of applications will be built with the SCL tools, as indicated in 6.9.

5.9.4.1. Command/Monitor GUI

A commanding and monitoring GUI tool will be provided.  For the test stands for EM1, this will be LabVIEW.

5.9.4.1.1. Color and style rules

Color and style rules are used to give a GUI a common look and feel throughout the different portions of the GUI (TBD, if necessary).

5.9.4.2. Archivers

SCL provides for the capability of supplying several different types of archiver applications.  Archiver applications listen to DataIO sockets.

5.9.4.2.1. Data logger

The Data Logging archiver will receive Real Time Change Order (RTCO) data from the network socket designated by the SCL_DATAIO_DATA_SOCKET environment variable and format it for writing to a disk file.

5.9.4.2.2.  Event archiver

The Event archiver will receive alert data from the socket designated by the SCL_DATAIO_EVENT_SOCKET environment variable.  This information will be used to create an alarm handler.

5.9.4.2.3. Telemetry archiver

The Telemetry archiver receives raw telemetry frame data from the socket designated by the SCL_DATAIO_FRAME_SOCKET environment variable.  This data can be logged to a disk file for debugging or later playback purposes.  The NT version of SCL comes with this application prebuilt.

5.9.4.3. Data Visualizer

The Data Visualizer program will receive data from the socket designated by the SCL_DATAIO_DATA_SOCKET environment variable and may possibly listen for commands on the socket designated by the SCL_RTE_IPC environment variable.  The program will be capable of iterating over the data to pick out requested portions for visualization.  Consideration will be given to whether or not this activity should be able to impact data-taking deadtime.  The data analysis and visualization package to be used is TBR from HippoDraw, ROOT and IDL. HippoDraw was created and is maintained at SLAC.  ROOT comes from CERN and is supported by GLAST.  IDL is from Research Systems, Inc and is also supported by GLAST.

5.10. Embedded processor

The embedded processor will load software supplied by the FSW group from an NFS partition on the workstation.  Initially, this software will serve the TEM/AEM card hardware interface to the SCL-based system running on the Online workstation.  SCL applications will be built using the reflected TEM/AEM registers to handle data acquisition from, and control of the device under test.

In later forms of the test stand architecture (CU, FU), the embedded processor will perform the data acquisition and control functions under command of an SCL application running on the workstation.  The interface presented by SCL in the Online system will no longer be hardware oriented but rather directed at executing Flight Software functions.  Some limited set of non-flight hardware (e.g., muon telescope modules) will also be able to participate in data acquisition.

There will be several stages of the system in between these two extremes in which progressively more and more of the functionality initially implemented in the workstation based SCL system migrates into the embedded processor.

Commands and data communicated between the Workstation and the Embedded processor will be in the format that requires the least effort on the part of the Embedded processor.  (By happenstance, PPC data format is the same as network byte ordering.)  All required byte swapping will take place on the Workstation.

5.11. Data format

Data collected from the test stand system will be stored in FITS format files. FITS is the standard NASA/HEASARC data file format.

5.12. Databases

There are two relational databases that pertain to the test stands.  The local database is used for online activities: test configuration, data logging, etc. The purpose of the central database is to maintain a historical account of test activities.  A procedure will be provided with which to upload the local database to the central database.  All databases will be ODBC compliant.
5.12.1. Local

The local database software will be MS Access.  The schema definition is TBD.  Where necessary, consideration will be given to schemas already developed by subsystems in support of their testing activities.

5.12.2. Central

The central database software will be Oracle.  The schema definition is TBD. The central database will be considered write once, read many times.

5.13. Code Management, Building and Release Control

TBD from CVS/WinCVS (and products derived therefrom, e.g. CMT/CMX), autoMake/autoConf and MS SourceSafe.

5.14. Documentation

Code documentation will be carried out with the doxygen package.

5.15. Remote debugging

A method for debugging test stands remote from SLAC will be provided.  The mechanism is TBD.  Options include PC Anywhere and the like, using NT Server with Citrix instead of NT Workstation, CygWin (?), or something else.

6. Requirements Verification

The resulting online system will be verified with an approved procedure and a release for use will be obtained before connecting to flight hardware.
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