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1 Introduction and Scope

The Gamma-ray Large Area Space Telescope (GLAST) Mission is a program involving two US agencies, the National Aeronautics and Space Administration (NASA) and the Department Of Energy (DOE), in several different relationships. NASA is responsible for the overall GLAST mission, including the integrated GLAST observatory and ground systems, the spacecraft and the interfaces to the scientific instruments. NASA and DOE are responsible for funding committed to the GLAST Large Area Telescope (LAT) Project and for execution of the program represented by that funding. The GLAST Mission is managed by NASA’s Goddard Space Flight Center (GSFC) through the GSFC GLAST Project Office. This document concerns the management of the GLAST LAT Project.  The GLAST LAT Collaboration (hereafter, the Collaboration) is an international collaboration that includes scientists from laboratories in France, Italy, Japan, and Sweden as well as scientists from California State University at Sonoma, University of California at Santa Cruz, GSFC’s Laboratory for High Energy Astrophysics, the Naval Research Laboratory, the Stanford Linear Accelerator Center (SU-SLAC), which is a DOE high energy physics laboratory at Stanford University, Stanford University, Texas A&M University – Kingsville, University of Washington, and Washington University, St. Louis. Professor Peter Michelson is the LAT instrument Principal Investigator as well as Spokesperson for the Collaboration. Professor Michelson is the Principal Investigator for the NASA LAT contract, NAS 5-00147, to Stanford University. The NASA funding of work at Stanford University on the LAT Project is carried out under this contract. SU-SLAC is operated by Stanford University under contract DE-AC03-76SF00515 with the U.S. Department of Energy. Activities at SU-SLAC on the LAT Project are authorized under DOE Project Number KA050102-EQU01CC. The members of the Collaboration receive their funding from their respective funding agencies, including DOE, NASA, and foreign funding agencies.

The LAT instrument, the primary scientific instrument to be flown on the GLAST observatory, is a high-energy pair conversion telescope, based on detector technology developed for particle physics. The Collaboration will construct the LAT and use data from the LAT, operating in the unique environment of space, to advance knowledge of the high-energy universe and to allow a clearer understanding of the origin and evolution of the universe. Specifically, the science objectives of the LAT Project are to explore the interplay between gravitation and quantum physics in the extreme environments of supermassive black holes, neutron stars, and gamma-ray bursts, and to understand the mechanisms of particle acceleration operating in these environments. Details of the Collaboration’s organization, commitments and science investigation are given in GLAST Large Area Telescope Flight Investigation: An Astro-Particle Physics Partnership to Explore the High-Energy Universe (proposal submitted by the Collaboration to, and subsequently accepted by, NASA in response to NASA Announcement of Opportunity AO 99-055-03; hereinafter referred to as “LAT Flight Proposal”).

The LAT Instrument Science Operations Center (ISOC) is responsible for LAT instrument operations, science analysis, and data processing.   The ISOC at the Stanford Linear Accelerator Center, Stanford University (SU-SLAC), is directly coupled to both SU-SLAC’s and the team’s technical infrastructure and supports the Principal Investigator in the instrument operations and science product generation of the project.

The LAT ISOC consists of several functional elements:

· The Command, Health and Safety team supports mission planning, acquires LAT telemetry, monitors LAT health & safety, maintains LAT flight software and configuration control, generates LAT command uploads, interfaces with the GLAST MOC, and supports the rapid alert capability.  

· The Flight Software team maintains and validates the flight software and the instrument testbed.  This team updates the flight software, maintains configuration control for the on-orbit software, and performs verification (including regressive analyses) to validate any changes to the flight software before any uploads.   This team maintains the database that tracks the state of the instrument and its data products.

· The Performance Verification and Optimization team provides ongoing assessment of the performance of the LAT as a detector, generates the high-level LAT data products, including the instrument response functions, and manages the data, including distribution to LAT mirror analysis sites and to the SSC.  Large-scale Monte Carlo simulations of the instrument will be performed by this team.  

· The Science Data Products team uses SAS provided software to process LAT data to generate level 1 and 2 data products, generates the point source catalog, monitors for transient sources, and interfaces with and distributes data to the LAT science team and the GLAST SSC.    
· The Science Analysis Software team maintains the code generated by the SAS subsystem and generates new code as needed, supplying these tools as needed to the collaboration and to the GSSC.
The ISOC supports the phases as defined by the GLAST LAT Management Plan:

LAT Instrument Fabrication Phase -- begins with award of NASA contracts and DOE equipment fabrication project approval, ends with successfully passing a pre-ship review and acceptance of the LAT instrument by NASA. [Reference GLAST LAT Management Plan LAT-MD-00054]

LAT Instrument Commissioning Phase -- includes integration with GLAST spacecraft, observatory testing, launch and early on-orbit operations; begins with acceptance of LAT by NASA; ends with NASA confirmation of proper on-orbit operation, approximately 60 days after launch. [Reference GLAST LAT Management Plan LAT-MD-00054]

LAT Operations and Data Analysis -- begins approximately 60 days after launch and continues through end of mission.  [Reference GLAST LAT Management Plan LAT-MD-00054]

The ISOC Management and Development plan shall address key elements:

· Organization and responsibilities of the elements in each of the LAT phases

· Configuration management

· Development and verification of the elements

2 Management Organization

2.1 Organizational Structure

The ISOC management organization captures the strengths of an international, multidisciplinary team and also addresses potential risks associated with the management of multi-institutional instrument subsystems. The structure is based on the WBS for the instrument. This unequivocally defines the flow-down of roles and responsibilities to all subsystems and team member organizations within the subsystem.

This plan is strongly focused on the elements, to provide clear oversight and analysis of each elements performance through the life of the project.  The following section discusses the general method for implementation of this plan.

The LAT ISOC is responsible for LAT instrument operations, data processing, and science product generation.   As the program transitions from LAT Instrument Fabrication Phase into LAT Instrument Commissioning Phase, many of the task performed by Integration and Test and SAS will be transitioned into the LAT ISOC’s SOG/SAS under WBS 4.1.B.3 and 4.1.B.4. During the LAT Instrument Commission Phase, the SAC will be integrated into the ISOC organization as WBS 4.1.B.5.
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Figure 1 - ISOC Organization (LAT Instrument Commission Phase)
2.2 Organizational Responsibilities

Figure 1 shows the LAT ISOC organization chart. The principal elements of the organization and their roles and responsibilities are described in the following subsections.

LAT ISOC Management (4.1.B.1) Functions

Subsystem Manager

The ISOC subsystem manager is responsible for all aspects of development of the instrument supporting ground subsystem. The subsystem manager directs and manages the efforts of the element members.  The subsystem manager reports to the Deputy Project Manager in charge of the ISOC.
Deputy Subsystem Manager

The Deputy Subsystem Manager functions with the authority of the Subsystem Manager, and reports to the Subsystem Manager.

Commanding, Health and Safety  (4.1.B.10) Functions

The CHS team is responsible for LAT instrument operations and performance. The CHS monitors LAT health and safety; maintains LAT calibration; assesses LAT state of health; provides configuration control for the LAT flight software, command database, and telemetry database; generates LAT command and parameter uploads, develops and implements LAT operations procedures, and supports the rapid alert capability.  The CHS team has interfaces to the MOC, GSSC.  All interfaces, operations databases, command procedures, and instrument mode transitions are verified during LAT and Mission Systems integration and test prior to launch.  The ISOC’s CHS team supports LAT integration and test activities with operations personnel and data acquisition services.

The functions to be developed in support of CHS functions include:

Instrument Control & Operation

Status & condition monitoring, limit checking, procedure development, command generation, trending, logging. Planning & scheduling, procedure development, upload validation and verification, anomaly resolution.  These functions will be implemented using a software architecture based on the ITOS software suite. 

Operations Uploads

Flight software updates, command sequences, parameter tables.
Communication Support

LAT ISOC interfaces to MOC and GSSC.
Operations Environment Maintenance

Operations facilities maintenance and upgrade, Database maintenance, crew resource management, documentation.

Database and data archiving

Provide storage and access to all Level 0 data, calibration data sets, integration and test data sets, scripts, command logs and any other data useful in resolving on-orbit problems.
CHS Team Lead
The CHS team lead is responsible for all aspects of development of the LAT Operation Facility and the associated supporting ground system. The lead directs and manages the efforts of the element member and reports to the LAT ISOC Manager.

Chief Ground Systems Engineer

The Chief Engineer is responsible for leading the design of the instrument ground operations. The Chief Engineer provides technical leadership by establishing and maintaining an integrated design configuration and directing the work of the CHS functional engineering development. The Chief Engineer is responsible for performing engineering analyses and generating performance requirements, performance verification plans and procedures; assuring that all elements are compatible and meet overall objectives; and assuring that all ISOC interfaces are defined. The Chief Engineer reports to the CHS team lead.

CHS Team

The CHS team consisting of engineers, scientists and software developers who establish and maintain performance specifications, verification and test compliance, and interface documents.  The CHS team is responsible for providing technical leadership and supporting the work of the subsystem development teams through the development and tracking of requirements, reserves, interface control documents, and performance specifications; and overseeing, from the ground operation side, all aspects of the instrument to ground interfaces.  The CHS engineering team reports through the CHS team lead to the ISOC manager.
Flight Software Team (4.1.B.11) Functions

The FSW team provides ongoing development of the flight software, including the triggering and filtering, after instrument delivery for environmental test.  As experience is gained with the instrument, both pre and post launch, the FSW team will develop and implement bug fixes, enhancements and new algorithms in collaboration with the Performance Verification and Optimization and CHS teams.  The FSW team is also responsible for the continuing maintenance and operation of the LAT test bed and performs validation of software or configuration changes on the test bed whenever possible.

The functions necessary for the FSW team will carry over from the FSW development effort and include:
Development of Flight Software
Including the debug, optimization and validation of triggering and filter algorithms. 
Testbed Operation & Maintenance 
Continuing maintenance of the LAT testbed to ensure it is available to validate code and command sequences (where possible) as well as to investigate anomalies seen on orbit.
FSW Team Lead
The FSW team lead coordinates the operation of the FSW team and provides a primary point of interaction for other ISOC team leads.
FSW Team
The FSW team is responsible for the continuing development, verification and maintenance of the flight software and of the test bed. The FSW team reports through the FSW team lead to the ISOC manager.
Performance Verification & Optimization (4.1.B.12) Functions

The PVO team provides ongoing assessment of the performance of the LAT as an instrument, and is responsible for continuing calibration of the instrument (including the generation of the instrument response functions) after transition from I&T and on-orbit.   
The functions to be developed for the PVO team largely transfer from the I&T SVAC effort and include:

Test & Calibration

Pre-launch and On–orbit calibration scheduling, implementation, and data analysis are perfomed by the PVO team.  Systems level  performance analysis is performed throughout the life of the instrument.

Performance Trending and Optimization
Identification of instrument performance trends and resolution of anomalies.  Generation and initial validation of algorithms that improve on-orbit performance of the LAT.  

Configuration Management
The PRVO team is responsible for the configuration and maintenance of the LAT reference geometry and the LAT Monte Carlo Model..  
PVO Team Lead
The PVO team lead is responsible for all aspects of development of the tools and the associated supporting software for the evaluation of the instrument performances.  The PVO team lead reports to the LAT ISOC Subsystem Manager.

PVO Team
The PVO team is responsible for monitoring the performance of the flight instrument during operations; coordinating the necessary instrument and science simulations to support these activities; advises the PVO lead, the ISOC manager and the LAT collaboration on all matters that affect the performance of the instrument. The PVO team reports through the PVO Team Lead to the ISOC manager.
Science Data Products (4.1.B.13) Functions

The SDP team generates the high-level LAT data products and manages the data, including distribution to LAT mirror analysis sites and to the GSSC
The functions to be developed for the SDP will transfer from the current SAS effort and include:

Pipeline Configuration & Operation

Configuration control over the pipeline software versioning and timely operation of the pipeline to generate Level 1 and 2 data and the archiving of these data.

Data Management

Level 0 data acquisition, quality verification, archiving, and distribution.

SDP Team Lead
The SDP team lead has line responsibility for the running of the SAS developed pipeline and the archiving of the Level 1 and Level 2 data products.  The SDP team lead reports to the LAT ISOC Subsystem Manager.

SDP Team
The SDP team is responsible for the continuing and timely operation of the science data products pipeline and the distribution and archiving of all data.. The SDP team reports through the SDP team lead to the ISOC manager.
Science Analysis Software (4.1.B.14) Functions

The SAS is responsible for developing the software and software tools needed to processes LAT Level 0 data to generate Level 1 and 2 data products.  The SAS works with the collaboration and the science analysis center to  generate the point source catalog, monitors for transient sources, and interfaces with the LAT science team and the GSSC.

The functions to be developed for the SAS within the ISOC transfer from the SAS subsystem and include:

Pipeline Software Development

Software and software tool development that produces a pipeline that will be used by the SDP team and the LAT collaboration to generate Level 1 and 2 data as well as other tools that may be requested by the collaboration or other elements of the ISOC.

SAS Team Lead
The SAS team lead is responsible for overall coordination of science analysis software development activities, including instrument simulation software, among several institutions; development and execution of the software quality assurance plan, including software configuration management; works with the Instrument Scientist to development requirements for instrument simulation software.  During the LAT Instrument Fabrication Phase, the SAS manager performs and reports to the LAT Manager under WBS 4.1.D.  Upon delivery of the LAT instrument and the start of LAT Commissioning Phase, this WBS element will transition into the ISOC under WBS 4.1.B.4, and the SAS team lead will reports to the LAT ISOC Manager.  
SAS Team

The SAS team is responsible for developing the software for the instrument data pipe line, archiving, and reconstruction.  The team performs all necessary science simulations to support these activities; advises the SAS team lead and the LAT collaboration on all matters that affect the performance of the data pipe line and reconstructions. The SAS team reports through the SAS team lead to the ISOC manager.
2.3 Relationship with other WBS elements

During the LAT instrument development phase, prior to delivery to NRL for environmental test, much of the development effort required for the ISOC flight software, science validation and science data pipeline is carried out in other WBS elements within the LAT project.  The ISOC ensures the seamless incorporation of these activities by continuing participation in those subsystems.  The ISOC develops the commanding database in collaboration with the FSW team, supplies the performance trending database for the SVAC effort, and works with the SAS manager, who has requirements identical to those of the ISOC, to ensure that the SDP and SAS functions are compatible with the ISOC concept of operations.   The existing SVAC and SAS requirements meet ISOC needs and the development schedules meet (and in most cases far exceed) ISOC need-by dates.
2.4 Documentation
The GSFC GLAST Project Office maintains and approves the Level 2 Requirements documents.  The LAT IPO maintains and approves Level 3 and 4 documents. 
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Figure 2 – LAT Document Flow Down
3 Management Processes and Plan
The LAT ISOC utilizes and supports the management processes as identified and outlined in the GLAST LAT Management Plan [Reference GLAST LAT Management Plan LAT-MD-00054].  The subsystem is managed by way of the Work Breakdown Structure (WBS), with all work package budgets and schedules captured in an integrated Project Management Control System (PMCS).  Technical requirements and parameters are baselined and managed, with configuration control handled by a Configuration Control Board (CCB). The CCB reviews and controls all proposed changes of scope, requirements, configuration, cost and schedule, and authorizes implementation of these changes in the PMCS.  These management processes are detailed in the following sections.

3.1 Decision-Making Processes

The WBS and organization structure defines the limits of individual authority and responsibility relative to cost, schedule, and technical requirements. In the structure as defined in the LAT Management Plan, the Project Manager establishes overall project goals including budget allocations, program master schedules and the top-level LAT project technical requirements, in accordance with GLAST mission Level 2 requirements.  The ISOC budgetary support derives primarily from the Research Division at SLAC and those budgetary targets are set by the Director of the Research Division in consultation with the LAT Project Manager and the GLAST program office.  The ISOC subsystem specifications, Interface Control Documents, program master schedules and WBS budgets define the scope of each Level 3 function. The ISOC subsystem manager has the authority to establish and maintain cost, schedule and requirements flow-downs within the Level 3 function so long as they do not impact the master schedule critical path, increase expenditure requirements above budgeted limits, or impact requirements established in the Level 2 system or Level 3 subsystem specifications.

The ISOC subsystem manager establishes and controls the scope of all Level 4 WBS elements within the Level 3 subsystem WBS.

End item configuration, WBS master schedules and WBS budgets define the scope of each Level 4 and lower function. The subsystem manager may elect to delegate responsibility for WBS Level 4 and lower functions.

As the program progresses, it is recognized that revisions to requirements, schedules and budgets will be necessary. As long as changes are within a particular WBS manager’s scope of responsibility, and externally imposed constraints (requirements, interfaces, budget authority, schedule milestones, or the program critical path) are not impacted, no approval is required of any “higher authority.” Coordination and feedback are assured as all changes are recorded by the central PMCS and identified at periodic program reviews.

3.2 Configuration Management

3.1.1 CM Fabrication Phase
Configuration Management (CM) is the process through which the ISOC subsystem documents the functional and physical characteristics during its lifecycle, controls changes to those characteristics, and provides information on the state of change action. Configuration management provides the current state and description and allows traceability to all previous configurations as well as the rationale for the changes. Our process allows all team members to design to the same set of requirements, provides visibility into the design interfaces, and supports the production of a design that meets the requirements. The LAT Configuration Management Plan (LAT-MD-00068) provides details. The plan provides for:

· Systematic and documented approach to change control.

· Careful evaluations and timely disposition of proposed changes.

· Immediate communication of change disposition to all affected personnel.

· Establishment of consistent program documentation.

The project control group will operate and maintain an instrument database, which will provide a central point for control of all documentation for hardware and software. This internet-accessible database will ensure that these documents are properly recorded, controlled and distributed to the team. The database will also serve as an archive of all program documentation, furnishing the IPO with readily accessible and reliable information. Included in this database will be the status record and history of the LAT Data Requirements List and action items.

Cost, schedule and technical reserves are under the control of the Project Manager.  Subsystem internal re-allocations may be made within the resources of the subsystem, documented through the established CCB processes and approved by the subsystem manager. Changes that affect the LAT or other LAT subsystems must be documented, requested and approved by the Configuration Control Board.

3.1.2 CM Commission Phase

Once the instrument is delivered to Spectrum Astro for Observatory level integration  and test, the ISOC Configuration Control Board (ISOC-CCB) will manage requests for changes to ISOC designs and interfaces, as well as proposed operational impact to instrument cost, schedule and technical reserves. The ISOC-CCB, chaired by the ISOC Subsystem Manager, reviews each change request to determine its effect on the instrument’s ground system.  The ISOC-CCB consists of:

· ISOC Manager, ISOC-CCB chair

· Principal Investigator

· Project Manager

· Director of the SLAC Research Division

· Instrument Scientist

· Chief Engineer

· System Engineer

· Performance and Safety Assurance Manager

3.3 Integrated Project Management Control System (PMCS)

To monitor and assure compliance with cost and schedule baselines, the ISOC has implemented the Project Management Control System (PMCS) as defined in the LAT Management Plan [Reference GLAST LAT Management Plan LAT-MD-00054].  

3.4 Reporting and Reviews

Internal Reporting and Reviews

The ISOC team will prepare inputs for a weekly technical progress report, assembled by the ISOC Manager or his deputy. The weekly report is submitted to LAT Project Office for distribution to members of the instrument team, responsible institutional officials, representatives of the GLAST Project Office at GSFC, and the DOE LAT Federal Project Manager.

The ISOC Subsystem Manager will convene weekly meetings with each element managers and other key personnel, to keep abreast of development and progress, and guide tactical decision making at the subsystem level. 

The ISOC Subsystem Manager will also support the monthly project control reviews to assess performance analyses for cost, schedule, and technical performance of the ISOC subsystem, and of the system as a whole.

External Reporting and Reviews

The ISOC Subsystem Manager will support the LAT Project Offices monthly cost and schedule reports and review with the GSFC GLAST Project Office and DOE SU-SLAC Site Office.

The ISOC team will support NASA Mission-level Ground System reviews, including the mission preliminary design review and mission critical design review, with status reporting on the instrument technical and programmatic progress.

For all external reviews, the LAT ISOC Subsystem will track recommendations, actions, and concerns until closure, and present the responses at the next review.

3.5 Team Member Coordination and Communications

As discussed above, there will be varying tiers of reviews and coordination meetings to provide status reporting and guidance within the LAT instrument team. These will provide the formal structure of coordination within the team.  Most member institutions have LAT-specific websites in place. The ISOC will participate in the supporting the LAT Project’s website, in particular, maintains a website (http://www-glast.slac.stanford.edu/glast/ioc) that includes the latest schedule and cost data, as well as all documented requirements and design parameters. Action item lists will also be posted on the site along with the status and full explanation as to the resolution of the item. Events will be posted to keep the entire team informed as to the latest status. This will be an important tool to keep the entire ISOC team, informed on all of the latest developments of the subsystem.  

4 Development Plans

The development plan for the ISOC evolves the operations environment in parallel with the I&T and FSW development efforts.  This evolution, shown graphically in Figure XX, will enable the ISOC to use some of the procedures and displays developed to support instrument I&T.  Flight databases, command procedures, and instrument modes are all validated and verified prior to LAT delivery.  The ISOC develops the trending databases for I&T to ensure ease of reuse within the ISOC and to involve ISOC staff early in the I&T process.  Ground segment interfaces and operations procedures are test verified during mission ground system compatibility tests and simulations during MSI&T.  ISOC CHS software and database releases are planned to coincide with programmatic transitions.  The development and release schedule is shown in Figure XX.
The ISOC development prior to Observatory integration and test is distributed into three WBS:  ISOC (WBS 4.1.B), SAS (WBS 4.1.D), Flight Software (WBS 4.1.7) and Integration & Test (WBS 4.1.9).  Each major subsystem working together shall develop the software and supporting tools necessary to monitor, operate, and evaluate the operation of the instrument.  Figure 3 identifies the development goals of the ISOC as the instrument is integrated and tested from fabrication to commission phase, and finally to launch.  Figure 4 identifies the development flow, showing the subsystem contributions to the development of the ISOC.  
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Figure 3 – ISOC Development Schedule
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Figure 4 – ISOC Development Flow
4.1 Verification and Validation Plan

The verification and validation of the ISOC functionality is described in LAT-MD-02513.  The ISOC will validate functionality throughout I&T activities as shown in Figure 4 and be ready to operate the instrument with full ISOC functionality by the date the instrument arrives at Spectrum Astro for Observatory level I&T.
5 Risk Management

The ISOC is an integral part of the established and implemented LAT Risk Management Plan, (LAT-MD-00067). The LAT team has been careful to develop an implementation approach that is low risk and modular in design. This allows selective flexibility for implementation of changes and de-scope options, if necessary. It is possible, however, that unanticipated events may occur that will introduce risk areas during the project evolution. The Project Manager will implement an ongoing process that will encourage each individual on the project to bring to management’s attention any perceived or actual risks at their first occurrence.  We have adopted a hierarchical approach to how risk will be managed for the ISOC.  This approach describes a descending order decision path for mitigating risk. The first level to resolve risk is to implement corrective action to maintain baselines. The second level invokes the allocation of technical resources and margins. If that is an insufficient or inappropriate solution, then cost and schedule reserves will be used.
Cost, schedule and performance reserves are under the control of the Project Manager and the Director of the SLAC Research Division.

Subsystem internal re-allocations may be made within the resources of the subsystem, documented through the established CCB processes and approved by the subsystem manager. Changes that affect the LAT or other LAT subsystems must be documented, requested and approved by the Configuration Control Board. (See the Configuration Management Plan.)

Any changes that affect science or performance requirements require the knowledge and concurrence of the Principal Investigator. When actions impacting science, such as de-scoping, are implemented, the Principal Investigator must have the concurrence of the GSFC GLAST Project Office and the JOG. The allocation and release of all resources will be under configuration control and are monitored by, and require concurrence of, the Project Manager. Cost, mass and power reserves are held by the IPO and not pre-allocated.

The Risk Management Plan shows the expected depletion schedule for reserves. The actual allocations will be recorded and reported at project status reviews.
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