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1 Scope

1.1 Purpose

The Instrument Science Operations Center (ISOC) to LAT Flight Software Interface (FSW) Control Document (ICD) delineates interfaces so that subsystems can transfer, interpret, store, read and execute software instructions, files, databases and protocols between ISOC-designed software programs and FSW-designed software. This ICD will ensure compatibility between the ISOC ground systems and the FSW executing onboard the LAT instrument.

The FSW receives telecommands from the ISOC, including commands to write data to onboard memory and commands to write uploaded files to the EEPROM file system. The FSW sends housekeeping, alert, diagnostic, and science data telemetry back to the ISOC; it also sends memory data and file dumps in response to command. These exchanges are mediated by the GLAST Science Support Center and the Mission Operations Center. The interfaces are shown schematically in Figure 1 below. 

	Figure 1: Summary of the Interface Between ISOC and FSW
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This document defines the components of the ISOC to FSW interface shown in bold in Figure 1:

· Science data telemetry. This telemetry interface allows transmission of event data (both uncompressed and compressed), instrument calibration data, and instrument diagnostic data. This interface also handles data resulting from requests for memory reads and file dumps.

· Writes to and reads from onboard memory. This telecommand interface allows the ISOC to perform direct writes to memory addresses and request dumps of memory at specified addresses. 

· Writes to and reads from the onboard EEPROM file system. This telecommand interface allows the ISOC to upload source code and software configuration files to the onboard CPUs. 

The present document is not intended to serve an exhaustive reference for all telecommands and telemetry exchanged by the ISOC and onboard FSW; it focuses on the three components of the interface listed above. In addition, this document does not present the detailed layout of individual telecommand or telemetry packets. The full set of telecommands and telemetry is documented in detail in the Telecommand and Telemetry Formats handbook, [19].

1.2 Document Overview

This document is organized as follows:

· Section ‎1, Scope, briefly describes this ICD and its objectives. 

· Section ‎2, Applicable Documents, lists the documents that are referenced in this ICD or that are applicable to the interface between ISOC and the FSW.

· Section ‎3, Acronyms.

· Section ‎4, Overview of the Subsystems Exchanging Data, describes the organizational entities exchanging the data described in this ICD.

· Section ‎5, Conventions, specifies the types of files used to package the data described in this ICD and the layout of those files. The section also defines how FSW represents time and attitude in the data it generates.
· Section ‎6, Summary of Data Described in this ICD, presents an overview of the data defined in this ICD.
· Section ‎7, Science Data, defines the structure and contents of the uncompressed and compressed event data, instrument calibration data, and instrument diagnostic data written by FSW to the Solid State Recorder.
· Section ‎8, Memory Writes and Reads, defines the SDRAM regions, areas of PCI memory  space, and CPU registers which can be written and read using FSW telecommands.
· Section ‎9, Software File Uploads and Dumps, defines the format and contents of the secondary boot code files, RTOS image files, secondary boot application database files, software configuration files, application configuration files, and instrument configuration files that must be updated and uploaded by telecommand in order to configure the FSW and put the LAT in a defined state.

2 Applicable Documents

	Citation Number
	Document Number
	Document Title

	1
	GSFC 433-MAR-0001
	Mission Assurance Requirements (MAR) for Gamma-Ray Large Area Telescope (GLAST) Large Area Telescope (LAT)

	2
	LAT-MD-00033
	Gamma-ray Large Area Space Telescope (GLAST) Large Area Telescope (LAT) Work Breakdown Structure

	6
	LAT-MD-00068
	Gamma-ray Large Area Space Telescope (GLAST) Large Area Telescope (LAT) Configuration Management Plan

	7
	LAT-MD-00091
	Gamma-ray Large Area Space Telescope (GLAST) Large Area Telescope (LAT) Quality Manual

	8
	LAT-SS-00019
	GLAST LAT – T&DF Level III Subsystem Specification

	9
	LAT-SS-00284
	GLAST LAT – Trigger Level IV Subsystem Specification

	10
	LAT-SS-00285
	GLAST LAT – Dataflow Level IV Subsystem Specification

	11
	LAT-SS-00286
	GLAST LAT – Conceptual Design of the Global Trigger

	12
	LAT-SS-00287
	GLAST LAT – Conceptual Design of the TKR-CAL Tower Electronics Module

	13
	LAT-SS-00289
	GLAST LAT – Conceptual Design of the ACD Electronics Module

	14
	LAT-SS-00290
	GLAST LAT – Conceptual Design of the Space-Craft Interface Unit

	15
	LAT-SS-00399
	LAT Flight Software Specification – Level III

	16
	LAT-TD-01806
	Primary Boot Code

	17
	LAT-TD-02150
	Secondary Boot Code

	18
	FSW Traveler Document
	SBC Tools User Manual

	19
	
	Telecommand and Telemetry Formats Handbook (URL: )

	20
	LAT-SS-01378
	LAT Operations Plan

	21
	BAE Systems, 234A524
	RAD750 Board Hardware Specification

	22
	GSFC 433-SPEC-0001
	Mission System Specification

	23
	LAT-TD-00035
	LAT Coordinate System

	24
	FSW Traveler Document
	FILE Package User Manual

	25
	LAT-SS-01539
	Storage Interface Board – Specification and ICD

	28
	1196 EI-Y46311-000C
	GLAST LAT Spacecraft to LAT Interface Control Document (SC-LAT ICD), Version C

	29
	433-ICD-0001 (GLAST Project CCB)
	LAT-GBM Interface Control Document (ICD)

	30
	492-MOC-009
	Operations Data Products ICD

	31
	TBD
	I&T Online System Science Data Format

http://www-glast.slac.stanford.edu/IntegrationTest/ONLINE/docs/Online%20System%20Science%20Data%20Format.doc

	32
	FSW Traveler Document
	LHK Manual

	33
	FSW Traveler Document
	LATC User’s Guide

	34
	LAT-MD-04443
	ISOC Management and Development Plan


3 Acronyms

	Acronym
	Defintion

	ACD
	Anticoincidence Detector

	ADC
	Analog to Digital Converter

	AEM
	ACD Electronics Module

	AGN
	Active Galactic Nuclei

	BEA
	Base Electronics Assembly

	BOL
	Beginning of Life

	CAL
	Calorimeter

	CFC 
	Carbon Fiber Composite

	CG 
	Center of Gravity

	CNO 
	Carbon Nitrogen Oxide

	CTE 
	Coefficient of Thermal Expansion

	DC
	Direct Current

	DFS 
	Data Flow System

	EMI
	Electromagnetic Interference

	EOL
	End of Life

	FREE
	Front -End Electronics

	GAFE
	GLAST Analog Front End

	GARC
	GLAST Analog Readout Controller

	GLAST
	Gamma-ray Large Area Space Telescope 

	GLT
	GLAST Analog Readout Controller

	GRB
	Gamma Ray Burst

	GSE 
	Ground Support Equipment

	GSFC
	Goddard Space Flight Center

	HLD
	High Level Discriminator

	HVBS
	High Voltage Bias Supply

	ICD
	Interface Control Document

	IRD
	Interface Requirements Document

	LAT
	Large Area Telescope

	LLD 
	Low Level Discriminator

	LVDS
	Low Voltage Differential Signal

	MGSE
	Mechanical Ground Support Equipment

	MIP
	Minimum Ionizing Particle

	MLI
	Multi Layer Insulation

	MPLS
	Multi Purpose Lifting Sling

	MSB
	Most Significant Bit

	N
	Newtons

	PMT
	Photo Multiplier Tube

	RMS
	Root Mean Square

	SRD
	Science Requirements Document

	TACK 
	Science Requirements Document

	TBR
	To Be Resolved

	TBD 
	To Be Determined


	T&DF
	Trigger and Dataflow System

	TEM 
	 Tower Electronics Module

	TKR
	Tracker

	TRG
	Trigger

	TSA
	Tile Shell Assembly


4 Overview of the Subsystems Exchanging Data

This section of the ICD briefly describes the roles and functions of the major subsystems exchanging the data described in this document. 

4.1 Flight Software

Currently a part of the DAQ, Electronics, and FSW Organization, the LAT FSW Team uses a set of custom-built and standard tools (GCC compiler, CMX/FMX code management tools, Jira issue tracking tool) to develop the LAT FSW according to requirements specified in [15]. The FSW design has passed its Preliminary Design and Critical Design Reviews. FSW will deliver all source code, the compiled operational FSW load, a command and telemetry data dictionary, and CDRLs to the Integration and Test Group on successful conclusion of Acceptance Testing.
FSW running on one of the two redundant spacecraft interface units (SIUs) provides the command, control and configuration functions for the instrument and handles instrument health monitoring. The SIU is responsible for all LAT external communications via the 1553 interface. All LAT commands (other than SIU power on and reset commands) are routed through the SIU. All LAT 1553 telemetry is managed through the SIU, which collects housekeeping and low rate science data from the other LAT subsystems and responds to requests for it from the spacecraft. The SIU manages the LAT operational modes and detailed configuration based on ground commands, automatic control logic and stored, pre-defined configurations. The SIU maintains LAT pointing knowledge based on information provided by the SC via the 1553. The SIU monitors the health of other LAT components and can perform autonomous shutdown in response to a failure detection or load shedding command from the SC. Functionally, the SIU performs the transient monitoring and handling tasks, including processing and responding to transient alerts from the ground and GBM.

Flight software running on 2 of 3 event processor unit(s) (EPUs, the third EPU is a backup) is responsible for filtering the data produced by the T&DF electronics system, rejecting the high flux of cosmic background but keeping the photon interaction events that are the basis of the science data. The EPUs will then perform a preliminary (LAT relative) reconstruction of the photon events. Identical FSW will run on each of the EPUs. The EPU configuration is managed by the SIU via a CPU-to-CPU message protocol. Event data is placed directly in the EPU memory by the Event Builder over the LATp communications fabric.

4.2 Instrument Science Operations Center

The LAT Instrument Science Operations Center (ISOC) is responsible for LAT instrument operations, science analysis, and data processing. It consists of several functional elements

As discussed in [34], the LAT ISOC consists of several functional elements:

· The Command, Health and Safety team supports mission planning, acquires LAT telemetry, monitors LAT health & safety, maintains LAT flight software and configuration control, generates LAT command uploads, interfaces with the GLAST MOC, and supports the rapid alert capability.  

· The Flight Software team maintains and validates the flight software and the instrument Testbed.  This team updates the flight software, maintains configuration control for the on-orbit software, and performs verification (including regressive analyses) to validate any changes to the flight software before any uploads. This team maintains the database that tracks the state of the instrument and its data products.

· The Performance Verification and Optimization team provides ongoing assessment of the performance of the LAT as a detector, generates the high-level LAT data products, including the instrument response functions, and manages the data, including distribution to LAT mirror analysis sites and to the SSC. Large-scale Monte Carlo simulations of the instrument will be performed by this team.
· The Science Data Products team uses SAS provided software to process LAT data to generate level 1 and 2 data products, generates the point source catalog, monitors for transient sources, and interfaces with and distributes data to the LAT science team and the GLAST SSC.    

· The Science Analysis Software team maintains the code generated by the SAS subsystem and generates new code as needed, supplying these tools as needed to the collaboration and to the GSSC.
4.3 Other Subsystems Associated with the Interface

The ISOC does not exchange files and data directly with the LAT FSW. Exchange is mediated by the GSSC and the MOC. These organizations are briefly described in this section.

4.3.1 Mission Operations Center

The MOC performs all observatory commanding, monitoring, and level 0 data processing and delivery to the IOCs and GSSC.  The MOC provides rapid response for the follow-up of Target of Opportunities (ToOs) requested by the science team or science community.  The MOC incorporates automation of spacecraft operations and data processing to permit a small operations team and "lights-out" operation, and to speed data processing and response to ToOs.  The MOC is staffed by a Flight Operations Team (FOT) on an eight-hour per day, five-day per week basis.  MOC automation software will also identify potential anomalies and notify personnel if necessary.  The MOC shall generate Pass-oriented Level-0 (L0) telemetry data, and provide the data to the GSSC and IOCs.  The Pass-oriented L0 data will be retained online for 7 days at the MOC.  A subset of the housekeeping telemetry is maintained online for 30 days, and trend data is accumulated over the life of the mission.  In addition, the raw telemetry files as received from TDRSS (or the ground station), command logs, orbit data, the as-flown timelines, and MOC processing statistics and status are archived for the life of mission.

The MOC is based on the Integrated Test and Operations System (ITOS) command and telemetry system, government-off-the-shelf (GOTS) software products, and commercial-off-the-shelf (COTS) hardware and software tailored for GLAST mission support.  ITOS provides all command and telemetry functions, such as front-end processing, command and telemetry processing, real-time monitoring, and archiving. Computer security, with use of firewalls and other techniques, prevents intrusion and disruption of operations.

4.3.2 GLAST Science Support Center

The GLAST Science Support Center receives level 0 data products from the MOC and sends the observing plan, target of opportunity orders, and the as-flow timeline to the MOC. The GSSC receives Level 1 data and other data products (including LAT and GBM command loads) from the two IOCs (the ISOC and the GLAST Burst Monitor’s Instrument Operations Center (IOC)); the GSSC will have a backup capability for performing Level 1 processing.  The GSSC and the IOCs have joint responsibility for the definition of the relevant science analysis tools and for the representation of the instrument response functions; GSSC scientists participate in the development of the science tools. The GSSC is responsible for supporting the astronomical community’s use of GLAST data by running the guest investigator (GI) program, providing analysis software and expertise, and disseminating GLAST data and results.  The GSSC will be responsible for the mission’s timeline.  Finally, the GSSC will archive the mission’s data.

5 Conventions

The following conventions apply to the information in this ICD.

5.1 File Types and File Layouts

The data described in this ICD are packaged in three formats. 

Telecommands (file management and memory write commands) and telemetry (science data, contents of file dumps, and contents of memory reads) are formatted as CCSDS packets. 

Telemetry packets are collected and subsequently bundled into level 0 Data Products by the MOC. 

Source code and configuration files are binary files formatted in a LAT onboard file format defined by the FSW Team.

5.1.1 Level 0 Data Products

The MOC bundles all CCSDS packets into level 0 data products and transmits these products to the ISOC for processing and analysis. The layout and detailed structure of the level 0 products are discussed in [30].

5.1.2 CCSDS Packets

For context, the general CCSDS telemetry packet format is shown in Figure 2 below.

	Figure 2: LAT CCSDS Telemetry Packet Layout
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5.1.2.1 CCSDS Header Format

The LAT CCSDS telemetry packets have the standard 6 byte primary header, followed by a 8 byte secondary header specific to the LAT.  The LAT CCSDS telemetry header layout is shown in Figure 3 below.

	Figure 3: CCSDS Packet Header Layout
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· Packet Version – The CCSDS packet version identifier.  Always = ‘0’ to indicate a Version 1 packet.

· T – The CCSDS packet type identifier. Always = ‘0’ to indicate a telemetry packet.

· SH – The CCSDS packet secondary header flag.  Always = ‘1’ to indicate that all GLAST telemetry packets have a secondary header.

· APID – The CCSDS packet application identifier. 

· SF – The CCSDS packet sequence flags.  ‘00’ = continuation packet in the middle of a sequence.  ’01’ = first packet in a sequence.  ‘10’ = last packet in a sequence.  ‘11’ = standalone packet which is not part of a sequence.

· Sequence Count – The CCSDS packet sequence count. This running counter increments for each packet generated for a given application type (indicated by the “APID” member).

· Packet Length – The CCSDS packet length.  Indicates the length of application data plus the 2 bytes of secondary header minus ‘1’.

Timestamp Seconds – The seconds counter of the local timer. See Section ‎5.2 on page 3.
Timestamp Sub-Seconds – The sub-seconds counter of the local timer. Each tick of the counter represents 1 microsecond from the value presented in the Timestamp Seconds counter. See Section ‎5.2 on page 3.
5.1.3 LAT Onboard Files

The general layout of files stored in EEPROM is shown in Figure 4 below. This format applies to both binary and text files.

For additional details, refer to [24].

	Figure 4: LAT Onboard File General Format
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All files are expected to be prefixed with a LAT File Header. The File Data contents are application-specific.

5.1.3.1 LAT File Header Format

The contents of the LAT File Header are defined in Figure 5 below.

	Figure 5: LAT Onboard File Header Format
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· Header Checksum – The checksum of the 32 byte file header.  The checksum is calculated using the ZLIB adler32 algorithm.

· Version – The file structure version number. This version of the FILE package only supports version 2 file headers.

· Cmp – Indicates if the file data is compressed.  A 0 will indicate the file data is not compressed and a 1 will indicate the file data is compressed.  The compression method will be dependent on the type of data contained in the file.

· Header Length - The number of bytes in the header, not including the file header checksum, which is 4 bytes.  Set to 28 bytes.  This makes the total file header size 32 bytes.

· File Type – Indicates the file content type.

· File Key – A 32-bit number which should uniquely define the file, including versioning, within the lifetime of the mission.  Assigned by the file creator.

· File Data Checksum – The checksum of the file data.  The checksum is calculated using the ZLIB adler32 algorithm.

· File Data Length - The number of bytes in the data portion of the file.

· File Creation Timestamp – Time when the file was created by ground processing.  The number of seconds elapsed since the time epoch.

· File Name – Eight-character name of the file.  As assigned by the file creator.  If the file name is less than 8 characters then the name should be filled with the space character (0x20 ASCII).

5.2 Representation of Time

The SIU FSW receives two time signals from the Spacecraft: (1) a 1-PPS (1 Hz) time hack over a discrete line, and (2) 500 msec to 800 msec before the time hack, a 1 Hz GPS timetone message from the Spacecraft over the 1553 interface. The GPS 1553 time message communicates the UTC time corresponding to the discrete line time hack, allowing FSW to synchronize itself to UTC time.

The FSW uses these signals and messages, along with the signal from the 20 MHz inside the LAT’s Global Trigger Electronics (GEM) module, to build time and attitude tables for internal use.

5.2.1 Timestamps in CCSDS Headers

The CCSDS header preceding every telemetry packet issued by FSW contains a timestamp, in which time is represented as a 64-bit offset from a time epoch. The time epoch for LAT and the spacecraft bus is 00:00:00.0 hours of January 1st, 2001. That is the midnight between December 31st, 2000 and January 1st, 2001. 

Timestamp Seconds represents the number of elapsed seconds since the epoch. Timestamp Sub-Seconds represents the number of microseconds elapsed since the last second.

5.2.2 Timestamps in Science Data

At each occurrence of the 1-PPS signal, FSW inserts into event data a timestamp record, consisting of the Spacecraft timetone message and the value of the GEM 20 MHz clock at the exact time of the 1-PPS signal. The Spacecraft guarantees a timetone message at 1 Hz, though if it loses its lock with GPS, the Spacecraft interpolates the contents of the message. In some circumstances, FSW may also have to interpolate its timestamps. All time records in event data are flagged to indicate whether either the Spacecraft of the FSW timestamps have been manufactured rather than directly sampled. The detailed contents of the time records included in event data are described in Sections ‎7.2.2.1 and ‎7.2.3.2.
[[Timestamps in calibration data TBD]]

[[Timestamps in diagnostic data TBD]]

5.3 Representation of Spacecraft Position and Orientation in Science Data

The SIU FSW receives Spacecraft attitude data packets from the SC, delivered at the 5 Hz SC attitude control loop rate, via the 1553 interface with the Spacecraft. This data is read by FSW into attitude/time lookup tables.
Position in science data will be given in inertial coordinates (in km) with respect to the center of the earth. The x-direction will be the J2000 vernal equinox, RA, Dec (0,0), the z-direction will be (0, +90°), and the y-direction will be consistent with a right-handed coordinate system.

The orientation of the spacecraft will be defined by the directions of the spacecraft z- and x-axes (in J2000 RA, Dec in deg).

6 Summary of Data Described in this ICD

This section summarizes the data flows defined in this Interface Control Document. See Section ‎7, Section ‎8, and Section ‎9 for details.

6.1 FSW Download Data Products Summary

The following table summarizes those data flows from the onboard FSW to the ISOC covered in this document: uncompressed and compressed event data, instrument calibration data, instrument diagnostic data, file dumps, and memory reads.
Event data is collected and stored on the SSR when the LAT is commanded to begin observations or when GRB observations are performed.
Instrument calibration data is collected and stored on the SSR when the LAT is commanded to perform charge injection calibration.
Instrument diagnostic data is collected and stored on the SSR when the LAT is commanded to carry out diagnostic procedures.

Memory read/dump data telemetry is transmitted as LMEMSIUDATA telemetry in response to the LMEMDUMPMEM, LMEMDUMPPCI, and LMEMDUMPREG telecommands.
File dump data telemetry is transmitted as TBD telemetry in response to LLFSDUMPCTDB and TBD telecommands.
	Table 1: FSW Download Data Products Summary

	ICD ID
	Product
	Science Data
Tlm APID
	Summary Description
	Delivered
	Size 
	Deliver to

	FI-001
	SIU0 event data (streaming,
uncompressed)
	0x3B6
	Each telemetry packet with this APID contains multiple time records and event data records in LAT Data Format (LDF), up to the maximum packet size of 64 Kbytes. Each LDF record contains one or more uncompressed event data records in Event Builder Format (EBF).

See Section ‎7.2 on page 3.
	Per SSR read
	Total size per observation is variable.

64Kbytes per CCSDS packet.


	SSR to MOC to ISOC

	FI-002
	SIU1 event data (streaming,
uncompressed)
	TBD
	See FI-001 above.
	See above.
	See above.

	See above

	FI-003
	EPU0 event data (streaming,
uncompressed)
	0x3B7
	See FI-001 above.
	See above.
	See above.


	See above

	FI-004
	EPU1 event data (streaming,
uncompressed)
	0x3B8
	See FI-001 above.
	See above.
	See above.


	See above

	FI-005
	EPU2 event data (streaming,
uncompressed)
	0x3B9
	See FI-001 above.
	See above.
	See above.


	See above

	FI-006
	SIU0 event data (batched,
compressed)
	0x3B6
	Each telemetry packet with this APID contains one event summary table, one timestamp table, one or more embedded compression tables, and multiple event data records in LAT Data Format (LDF), up to the maximum packet size of 64 Kbytes. Each LDF record contains one or more compressed event data records in Event Builder Format (EBF).

See Section ‎7.2 on page 3.
	Per SSR read
	Total size per observation is variable.

64K per CCSDS packet.
	SSR to MOC to ISOC

	FI-007
	SIU1 event data (batched,
compressed)
	TBD
	See FI-006 above.
	See above.
	See above.

	See above.

	FI-008
	EPU0 event data (batched,
compressed)
	0x3B7
	See FI-006 above.
	See above.
	See above.


	See above.

	FI-009
	EPU1 event data (batched,
compressed)
	0x3B8
	See FI-006 above.
	See above.
	See above.


	See above.

	FI-010
	EPU2 event data (batched,
compressed)
	0x3B9
	See FI-006 above.
	See above.
	See above.


	See above.

	FI-011
	SIU0 calibration data
	0x3C5
	Telemetry contains PHA, TOT, pedestals, and other data resulting from commanded ACD, CAL, and TKR charge injection calibrations.

See Section ‎7.3 on page 3.
	Per SSR read
	For SIU0:

CAL total size 4.6 Mbytes

TKR total 13 Mbytes

ACD 0.3 Mbytes

	SSR to MOC to ISOC

	FI-012
	SIU1 calibration data
	TBD
	See FI-011 above.
	See above.
	See above.
	See above.

	FI-013
	EPU0 calibration data
	0x3C6
	See FI-011 above.
	See above.
	See above.
	See above.

	FI-014
	EPU1 calibration data
	0x3C7
	See FI-011 above.
	See above.
	See above.
	See above.

	FI-015
	EPU2 calibration data
	0x3C8
	See FI-011 above.
	See above.
	See above.
	See above.

	FI-016
	SIU0 diagnostic data
	0x3CA
	TBD
	Per SSR read
	TBD
	SSR to MOC to ISOC

	FI-017
	SIU1 diagnostic data
	TBD
	TBD
	Per SSR read
	TBD
	SSR to MOC to ISOC

	FI-018
	EPU0 diagnostic data
	0x3CB
	TBD
	Per SSR read
	TBD
	SSR to MOC to ISOC

	FI-019
	EPU1 diagnostic data
	0x3CC
	TBD
	Per SSR read
	TBD
	SSR to MOC to ISOC

	FI-020
	EPU2 diagnostic data
	0x3CD
	TBD
	Per SSR read
	TBD
	SSR to MOC to ISOC

	FI-021
	CPU memory dump
	0x314
	Telemetry contains words of data read from CPU memory. Data can be read from “unstructured” memory for low-level troubleshooting as well as from the “structured” Boot Diagnostics Region.
	TBD
	TBD
	TBD

	FI-022
	CPU PCI header dump
	0x314
	Telemetry contains PCI configuration header data.
	On command
	TBD
	TBD

	FI-023
	CPU register dump
	0x314
	Telemetry contains data read from RAD750 CPU registers.
	On command
	TBD
	TBD

	FI-024
	CPU file dump to 1553
	0x31B
	Telemetry contains contents of selected files stored in EEPROM.

See Section ‎9 on page 3.
	On command
	3Kbytes per CCSDS packet
	MOC to ISOC

	FI-025
	SIU0 file dump to SSR
	0x3CF
	Telemetry contains contents of selected files stored in SIU0 EEPROM.

See Section ‎9 on page 3.
	Per SSR read
	TBD
	SSR to MOC to ISOC

	FI-026
	SIU1 file dump to SSR
	TBD
	Telemetry contains contents of selected files stored in SIU1 EEPROM.

See Section ‎9 on page 3.
	Per SSR read
	TBD
	SSR to MOC to ISOC

	FI-027
	EPU0 file dump to SSR
	0x3D0
	Telemetry contains contents of selected files stored in EPU0 EEPROM.

See Section ‎9 on page 3.
	Per SSR read
	TBD
	SSR to MOC to ISOC

	FI-028
	EPU1 file dump to SSR
	0x3D1
	Telemetry contains contents of selected files stored in EPU1 EEPROM.

See Section ‎9 on page 3.
	Per SSR read
	TBD
	SSR to MOC to ISOC

	FI-029
	EPU2 file dump to SSR
	0x3D2
	Telemetry contains contents of selected files stored in EPU2 EEPROM.

See Section ‎9 on page 3.
	Per SSR read
	TBD
	SSR to MOC to ISOC


6.2 FSW Upload Data Products Summary

All file uploads are performed using the LFILUPLSTART, LFILUPLDATA, and LFILUPLCOMMIT telecommand sequence, all with APID 0x641.

Memory writes are performed using LMEMLOADMEM (general memory loads), LMEMLOADPCI (PCI header writes), and LMEMLOADREG (CPU register write), APID 0x644.

For more information on these telecommands, refer to [19]

	Table 2: FSW Upload Data Products Summary

	ICD ID
	Product
	Telecmnd
APID
	Summary Description
	Delivered
	Max
Size
	Deliver to

	IF-024
	Secondary boot code
	0x641
	File upload commands containing secondary boot code executable. Stored in Boot Objects Region of EEPROM.

See Section ‎9.2 on page 3.
	On update 
	
	ISOC to GSSC

	IF-025
	RTOS image
	0x641
	File upload commands containing VxWorks operating system image. Stored in Boot Objects Region of EEPROM.

See Section ‎9.3 on page 3.
	On update
	
	ISOC to GSSC

	IF-026
	Secondary boot application database file
	0x641
	File upload commands containing application database used by the secondary boot process to control the load and initialization of FSW applications. Stored in Boot Objects Region of EEPROM.

See Section ‎9.4 on page 3.
	On update
	
	ISOC to GSSC

	IF-027
	FSW code modules
	0x641
	File upload commands containing FSW code libraries. Stored in File Region of EEPROM.

See Section ‎9.5 on page 3.
	On update
	
	ISOC to GSSC

	IF-028
	Software configuration files
	0x641
	File upload commands containing low-level software parameter files: individual task resource allocations, taskIDs, task priorities.

See Section ‎9.6 on page 3.
	On update
	
	ISOC to GSSC

	IF-029
	Application configuration files
	0x641
	File upload commands containing configuration files for individual applications/subsystems: data collection schedules, data conversion tables, and other parameters that vary widely by subsystem in question.

See Section ‎9.7 on page 3.
	On update
	
	ISOC to GSSC

	IF-030
	Instrument configuration files
	0x641
	File upload commands containing configuration files for the LAT instrument: register settings for front-ends, TEM, GEM, AEM

Section ‎9.8 on page 3.
	On update
	
	ISOC to GSSC

	IF-031
	Writes to CPU memory
	0x644
	Memory write commands to populate CPU memory addresses.

See Section ‎8 on page 3.
	On update
	
	ISOC to GSSC

	IF-032
	Writes to PCI headers
	0x644
	Memory write commands to populate fields in the PCI configuration headers in PCI memory space.
	On update
	
	ISOC to GSSC

	IF-033
	Writes to CPU registers
	0x644
	Memory write commands to populate RAD750 CPU registers.
	On update
	
	ISOC to GSSC


7 Science Data

FSW reserves a “science data” APID space from 0x3A0 to 0x3D8 for data written to the Spacecraft’s Solid State Recorder, though not all telemetry in this range contains “actual” science data. Various FSW applications produce and transmit high volumes of data: the configuration manager application (LCM) can generate a lengthy software loaded report for each CPU, and can echo error and information messages passed by the low-level software messaging system at a high level of verbosity; the onboard EEPROM filesystem manager (LSM) can dump the contents of files of any size into telemetry. The resulting data cannot be transmitted to the ground in a single contact and must therefore be stored to the SSR for later retrieval. Thus, science data APIDs are assigned to this information for purposes of routing it to storage.

While the science data interface to the SSR handles a variety of high-volume data, this Interface Control Document describes only the large file and memory dumps and the “actual” science data: event data collected during observations, instrument calibration data, and instrument diagnostic data. The science data APIDs covered in this document are listed in Table 1 (page 3). All other telemetry in the science data APID range is described in the Telecommand and Telemetry Formats Handbook, [19].

7.1 Science Data Delivery Mechanism

7.1.1 Delivery Route

All science data telemetry packets are stored to the Solid State Recorder on board the Spacecraft. Packets are written to this device in the order in which they are processed on an SIU or EPU and sent via the Event Builder to the SSR. 

As described in [30], the White Sands facility initiates dumps from the Solid State Recorder, and bundles the resulting “raw” CCSDS packets. The MOC retrieves this data from the White Sands facility, groups and sorts the raw packets by APID, and bundles the sorted data into level 0 data products, which are transferred to the ISOC for processing and analysis.

7.1.2 Delivery Schedule

Event data for planned observations is delivered on a commanded schedule. Physics event data for GRBs is delivered on a variable schedule.

Instrument calibration and diagnostic data are delivered on a commanded schedule.

7.1.3 Interruptions in Science Data Delivery

TBD.

7.2 Event Data

Event data collected during planned physics observations and unplanned GRB observations is transmitted to the SSR as CCSDS packets that wrap multiple records in the LAT Data Format (LDF). The FSW can be commanded to send event data in an uncompressed stream or in compressed batches. All event data packets, whether they contain uncompressed or compressed data, contain the complete set of LDF data for events identified as candidates by the FSW event data filter.

Event data collection, filtering, compression, packaging, and routing to storage are handled by the LAT Physics Acquisition (LPA) application. LPA filters events, eliminating those of low interest through application of trigger discriminator, energy level, and track projection tests. On command from the ground, LPA can adjust the LAT Global Trigger to accommodate different types of planned observations or automatically loosen the Trigger if a GRB is detected. If batched event data is requested, LPA compresses the events, applying a customized compression scheme to the individual TKR, CAL, and ACD contributions to the event data. Filter, trigger, and compression configuration are described in Section ‎9.7.2.1 on page 3.

As indicated in Table 1, each CPU can send event data telemetry to the SSR using an APID allocated to that CPU. Uncompressed and compressed data packets from each CPU are telemetered using the same APIDs (TBD). The structure of the telemetry packet itself indicates whether the data is compressed or uncompressed. The layouts of the uncompressed data and compressed data packets are discussed in Sections ‎7.2.2 and ‎7.2.3.

7.2.1 LAT Data Format

LDF is defined in [31], but the format is described here for reference. LDF is defined by the I&T Online group.

LDF records contain EBF (Event Builder Format) records, amongst other contributions. These EBF records contain event data in its most basic representation, the form in which it is generated by the LAT’s Event Builder Module. An LDF record has several layers. Moving from the outside in, the layers are:

· LATdatagram. A 32 bit Identity field and a 32 bit Length field. Bits 0-20 of the Identity field hold a TypeID (value TBD). The remaining 12 bits of the Identity field hold a number identifying which version of the LDF TypeID scheme is being used (value TBD). The Length field defines the length of the LATdatagram, inclusive of all sub-elements.

· LATcontribution. A 32 bit Identity field, 16 bit Opaque field, and 16 bit Length field. This is the payload of the LATdatagram. The Identity word is identical in format to the LATdatagram Identity word described above. The Opaque field contains event data-specific opaque data (TBD). The Length field specifies the LATcontribution’s length.

· EBFevent. Variable-length records containing data from each of the LAT’s contributing devices: 16 TEMs, 1 AEM, 1 GEM, as assembled and formatted by the LAT’s Event Builder Module. The contents of the various EBFcontributions are summarized in Table 3 on page 3.

Figure 6 (below) depicts the contents of an LDF record from the LATdatagram down.

	Figure 6: Layout of a LAT Data Format (LDF) Record

	

	Table 3: Contents of Individual EBFcontributions in Event Data

	EBFcontribution
	Length (bytes)
	Contents

	GEMcontribution
	TBD
	tkrVector, roiVector, Cal LEVector, Cal HEVector, convector, conditionSummary, tileList, Livetime, Prescaled count, Discarded count, Sent count, triggerTime, onePPSTime, deltaEventTime

	GLTcontribution
	TBD
	calStrobe, Tag, TACK, Readout4, zeroSuppress, Marker, Error, eventNumber, trgParityError

	AEMcontribution
	TBD
	Hit map, Accept map, phaVector, parityError

	CALcontribution x 16
	TBD
	CAL log accepts, log values and range

	TKRcontribution x 16
	TBD
	TKR accepts, strips data, TOT data


7.2.1.1 Detailed Layout of GEM Contribution

The field-by-field layout of the GEMcontribution is show in Figure X below. TBD.

7.2.1.2 Detailed Layout of GLT Contribution

The field-by-field layout of the GLTcontribution is show in Figure X below. TBD.

7.2.1.3 Detailed Layout of AEM Contribution

The field-by-field layout of the AEMcontribution is show in Figure X below. TBD.

7.2.1.4 Detailed Layout of CAL Contribution

The field-by-field layout of the CALcontribution is show in Figure X below. TBD.

7.2.1.5 Detailed Layout of TKR Contribution

The field-by-field layout of the TKRcontribution is show in Figure X below. TBD.

7.2.2 Streaming Uncompressed Event Data

The [[TBD]] command is sent to the LPA application to indicate that event data should be sent in streaming, uncompressed format.

In this format, multiple LATdatagrams are packaged into telemetry, up to a limit of 64 Kbytes worth of datagrams per CCSDS packet. Timestamp records are inserted into the telemetry immediately before the first datagram to use them. The individual EBFcontributions in the datagrams are uncompressed. Headers internal to the datagrams and leading and trailing bytes between contributors are trimmed (TBD). Otherwise, event data is packaged exactly as it is forwarded by the LAT Event Builder Module.

The layout of a streaming, uncompressed event data packet is shown schematically in Figure 7 below.

	Figure 7: Layout of Streaming Uncompressed Event Data
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7.2.2.1 The Streaming Timestamp Record

The streaming timestamp record is structured as shown below.

	Table 4: Structure of the Timestamp Record Included in Streaming Uncompressed Event Data

	Field
	Length
	Description

	Elapsed Time
	32 bits
	Seconds since Midnight, January 1, 2001

	Spectrum-Astro Time Flags
	TBD
	[TBD: Records whether GPS was locked by Spacecraft; if not, GPS time tone message was “faked”]

	FSW Attitude/Time Flags
	TBD
	[TBD: 

	1-PPS Message Index
	7 bits
	

	GEM clock value
	25 bits
	Value of the GEM clock at the time of the 1-PPS signal


7.2.3 Batch Compressed Event Data

The [[TBD]] command is sent to the LPA application to indicate that event data should be sent in batched, compressed format.

The LPA application uses a combination of on-the-fly algorithmic compression and table-driven compression to reduce the size of LATdatagrams before packet assembly. The latter type of compression is defined by compression tables stored in the LAT onboard EEPROM file system.

Again, as with uncompressed event data, multiple LATdatagrams are packaged into telemetry, up to a limit of 64 Kbytes worth of datagrams per CCSDS packet. Each compressed packet begins with an event summary table and a timestamp record table generated by the LPA application during batch compression and assembly. Each packet also contains embedded compression tables defining any on-the-fly compression performed. Individual EBF contributions are compressed. While science data telemetry APIDs for each CPU are the same for compressed and uncompressed data (TBD), the presence of the event summary table, timestamp record table, and compression tables immediately identifies compressed packets.

The layout of a batched, compressed event data packet is shown schematically in Figure 7 on page 3.

7.2.3.1 Event Summary Table

The Event Summary table describes the time sequenced structure of the events in the packet, indicating where “occurrences” (most notably, a change in the 1-PPS counter) take place among the LATdatagrams in the packet. The table consists of a variable number of fixed 16-bit records structured as shown below (TBD). 

	Table 5: Structure of the Records in the Event Summary Table
(Batched Compressed Event Data)

	Field
	Length
	Description

	Occurrence Description
	7 bits
	Describes the type of occurrence:

· Bit 0: No More

· Bit 1: Range exceeded

· Bit 2: NOP. Used with Bit 0 to indicate “end-of-file”

· Bit 3: Timestamp Occurred

· Bit 4: Error Event Occurred

· Bit 5: TBD

· Bit 6: TBD

	Delta to Next Occurrence
	9 bits
	Indicates location of next occurrence. 

Bit 1 of Occurrence Description indicates location exceeds the range of this field. In this case, this field should be juxtaposed to the next 16 recorded bits to determine the delta. (TBD)


	Figure 8: Layout of Batched Uncompressed Event Data
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7.2.3.2 Timestamp Record Table

The timestamp table consists of a fixed header and 1 record per timestamp. TBD.

	Table 6: Header for Timestamp Table Records (Batched Compressed Event Data)

	Field
	Length

	Beginning Seconds
	32 bits

	Beginning Index
	7 bits

	Beginning Time
	25 bits

	Reserved
	7 bits

	Beginning Frequency
	25 bits


	Table 7: Timestamp Records (Batched Compressed Event Data)

	Field
	Length

	Fake Record?
	1 bit

	Delta Exceeded?
	1 bit

	Delta Time
	14 bits signed


7.2.3.3 Data Compression Scheme

[[Separate compression algorithms for ACD, TKR, CAL, other data. TBS.]]

7.2.4 Other Event Data Telemetry

Housekeeping telemetry contains a summary statistics packet reporting the current settings for the event filter and the number of events discarded from the event data stream on each of the 16 filter “channels” [[exact contents TBD]].

On command, the LPA application will send a diagnostic telemetry packet containing a more detailed set of filter statistics [[APID and contents TBD]].

The filter configuration file is discussed in Section ‎9.7.3.2 on page 3. Also see the Telecommand and Telemetry Formats Handbook [19].

7.3 Instrument Calibration Data

Charge injection calibration generates data used to produce:
· DAC to ADC curves for each discriminator in the detector front-ends

· Measurements of cross-talk between front-end channels

· Time over threshold curves

· Failed channel maps

FSW will generate different sets of science data depending on which of several categories or “styles” of calibration is performed
· ACD Pulse Height Analysis

· ACD CNO

· ACD Accepts

· ACD Hits

· ACD Pedestals

· CAL ADCs

· CAL Low Energy Trigger

· CAL High Energy Trigger

· CAL Accepts

· CAL Pedestals

· TKR Accepts

· TKR Time over Threshold

· TKR Trigger Scan

The contents of these data sets are summarized in Table 8 below.

	Table 8: Instrument Calibration Data Summary Contents

	Product
	Telemetry APID
	Type of Calibration Run
	Description of Telemetry Contents

	SIU0 calibration data
	0x3C5
	ACD PHA
	

	
	
	ACD CNO
	TBD

	
	
	ACD Accepts
	

	
	
	ACD Hits
	

	
	
	ACD Pedestals
	

	
	
	CAL ADCs
	

	
	
	CAL Low Energy Trigger
	

	
	
	CAL High Energy Trigger
	

	
	
	CAL Accepts
	

	
	
	CAL Pedestals
	

	
	
	TKR Accepts
	

	
	
	TKR Time Over Threshold
	

	
	
	TKR Trigger Scan
	

	SIU1 calibration data
	TBD
	TBD
	TBD

	EPU0 calibration data
	0x3C6
	TBD
	TBD

	EPU1 calibration data
	0x3C7
	TBD
	TBD

	EPU2 calibration data
	0c3C8
	TBD
	TBD


7.3.1 Detailed Contents of Calibration Data

The total volume of calibration data and the time required to collect it, per subsystem, is estimated in Table 9 below.

	Table 9: Volume and Collection Time for Calibration Data

	Subsystem
	Projected Time
	Uncompressed Volume
	Compressed Volume

	CAL
	10 seconds
	420 Mbits
	150 Mbits

	TKR
	640 seconds
	8,440 Mbits
	420 Mbits

	ACD
	10 seconds
	30 Mbits
	10 Mbits


7.3.1.1 Contents of ACD PHA Data Set (etc)

[[Detailed contents per calibration “style”: TBD]]
7.3.2 Compression of Calibration Data

[[TBD. Much of the data collected in calibration can be compressed using the compression scheme used to event data]]

7.3.3 Interruption of Calibration Data Collection

TBD.
7.4 Instrument Diagnostic Data

[[TBD]]

8 Memory Writes and Reads

The FSW provides memory write and memory read commands to allow low-level troubleshooting of PCI devices and the RAD750 CPU board, and to allow testing of alternate RTOS and secondary boot code executables in flight. Memory can be read and written when the Primary Boot Code enters the boot shell stage. Memory can also be read and written after boot is complete and FSW applications are up and running. 

Detailed information on how the primary and secondary boot processes configure SDRAM, PCI configuration registers, PPCI internal registers, PCI memory space, and SUROM can be found in [16] and [17].

8.1 General Memory Map

The hardware memory map, which is the same during and after the boot process, is shown in Figure 9 below. Briefly:

· The RAD750 SDRAM is the execution area for all FSW applications. The most commonly written and read areas in SDRAM are the Boot Diagnostics Region, the RTOS Load Region, and the 2 Second Stage Boot RAM Modules. The LMEMLOADMEM and LMEMDUMPMEM telecommands are used to manipulate SDRAM.

· The PCI I/O Space use used for TBD. 
· PPCI (CPU) internal registers provide access to low-level functionality of the RAD750 CPU board. The LMEMLOADREG and LMEMDUMPREG telecommands are used to manipulate CPU register settings.

· PCI Memory Space contains PCI configuration headers to configure operation of CPU components such as the Spacecraft Interface Board and LAT Communications Board on the PCI bus. The LMEMLOADPCI and LMEMDUMPPCI telecommands are provided to manipulate PCI configuration headers.

· RAD750 SUROM is used to store the Primary Boot Code. This region is not writeable.

	Figure 9: FSW Hardware Memory Map
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8.1.1 Boot SDRAM Regions

Once the primary boot process has reached the boot shell stage and the boot shell is initialized, SDRAM is organized as shown in Table 10 below.

These areas of SDRAM can be written and read using memory management telecommands defined in the Telecommand and Telemetry Formats Handbook [19].

	Table 10: Boot Shell SDRAM Memory Map

	Region
	Start Address
	Read/Write
	Description

	Reserved
	00000000
	Read/Write
	N/A

	Boot Shell Reset Vector
	00000100
	Read/Write
	N/A

	Boot Shell Exception Vectors
	00000200
	Read/Write
	N/A

	Boot Code Stack
	00003000
	Read/Write
	N/A

	EMC Parameter Region
	0000FF00
	Read Only
	N/A

	Boot Diagnostics Region
	0000FF80
	Read/Write
	Contains pertinent information about the boot state.

Read this area to access primary boot flags, secondary boot flags, exceptions, memory test results, and other boot diagnostic results.

Can also be used to instruct the primary boot code to load the default RTOS image and start the secondary boot process.

Also contains FSW application flags and data (TBD: watchdog circular buffer)

	Second Stage Boot RAM Module 0
	00010000
	Read/Write
	Stores temporary or trial versions of secondary boot module 0 (secondary boot executable)

	Second Stage Boot RAM Module 1
	00070000
	Read/Write
	Stores temporary or trial versions of secondary boot module 1 (application database).

	VxWorks RTOS RAM Load Region
	00080000
	Read/Write
	Write a provisional RTOS to this area and test before writing to EEPROM TBD 

	Boot Shell 
File Upload Buffer
	00140000
	Read/Write
	Temporary storage area for upload file data before it is written to EEPROM.

	LCB Input Ring Buffer
	00200000
	Read/Write
	Working area. Directly tied to LCB DMA ops. Supports reception of telecommand packets on event fabric.

	I/O Output Buffer
	002A0000
	Read/Write
	[[Working area: 1553 uses it to construct boot housekeeping, EPU LCB uses it for the command list to send housekeeping packets to SIU]]

	I/O Input Buffer
	002A1000
	Read/Write
	Working area: 1553 uses it to wrangle incoming telecommand packets; LCB uses it to extract incoming 

	Boot Shell Memory Heap
	002A2000
	Read/Write
	Working area. ZLIB inflation calls.

	Boot Code Program Data
	002E8000
	Read/Write
	Storage for boot code text and data segments.

	VxWorks RTOS Image
	00300000

00BFFFFF
	Read/Write
	[[Storage for RTOS text and data segments when the RTOS image is read from EEPROM and inflated.]]


8.1.2 Post-Boot SDRAM Regions

After secondary boot is complete, SDRAM is organized as shown in Table 11 below.

	Table 11: RTOS initialization and Application SDRAM Memory Map

	Region
	Start Address
	Read/Write
	Description

	RTOS Exception Vector Table
	00000000
	Read/Write
	N/A

	Initialization Stack
	00003000
	Read/Write
	N/A

	RTOS Boot Line
	0000FD00
	Read/Write
	N/A

	RTOS Exception Message
	0000FE00
	Read/Write
	N/A

	EMC Parameter Region
	0000FF00
	Read Only
	N/A

	Boot Diagnostics Region
	0000FF80
	Read Only
	Contains pertinent information about the boot state.

Read this area to access primary boot flags, secondary boot flags, exceptions, memory test results, and other boot diagnostic results.

Can also be used to instruct the primary boot code to load the default RTOS image and start the secondary boot process.

Also contains FSW application flags and data (TBD: watchdog circular buffer)

	Second Stage Boot RAM Module 0
	00010000
	
	

	Second Stage Boot RAM Module 1
	00070000
	
	

	VxWorks RTOS 

Load Region
	00300000
	
	

	RTOS System Memory Pool
	_end
	
	

	FSW Application Region
	00800000

sysMemTop()
	
	


The Applications region is further divided as shown in Table 

	Table 12: Detailed FSW Application SDRAM Memory Map

	Region
	Start Address
	Read/Write
	Description

	TBD
	00C00000
	TBD
	TBD

	TBD
	TBD
	TBD
	TBD

	TBD
	TBD
	TBD
	TBD


8.1.3 PCI Memory Space

PCI Memory Space contains PCI configuration headers used to configure the operation of CPU components on the CPU’s cPCI bus. The LMEMLOADPCI and LMEMDUMPPCI telecommands are used to interact with these headers.
Figure 10 shows the layout of the PCI configuration space. See [25] for complete details.

	Figure 10: cPCI Configuration Registers
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8.1.4 CPU Register Space

Refer to [21] for complete documentation on the CPU register set for the RAD750.

CPU registers fall into the categories identified in Table 13 below.

	Table 13: RAD750 CPU Register Types and Usage

	Register Type
	Number
	Description
	Read/Write
	Use in boot shell stage

	GPR
	32
	General purpose registers acting as source or destination registers for integer instructions.
	Read/Write
	XX

	CR
	1
	Condition register (8 4-bit fields), used for testing and branching operations.
	Read/Write
	XX

	FPSCR
	1
	Floating point status and control register, containing all floating-point exception signal bits, exception summary bits, exception enable bits, rounding control bits
	Read/Write
	XX

	XER
	1
	Integer condition register, indicating overflows and carry conditions for integer operations
	Read/Write
	XX

	LR
	1
	Link register, used by PPC branching operations to store links to branch instructions
	Read/Write
	XX

	CTR
	1
	Count register, holds a loop count  for PPC branching operations
	Read/Write
	XX

	TBL
	1
	Time base lower register
	Read Only
	XX

	TBU
	1
	Time base upper register
	Read Only
	XX

	MSR
	1
	Machine state register, storing the state of the processor
	Read/Write
	XX

	IBAT
	8
	Instruction block address translator registers, used to set up PPC physical to virtual address translations
	Read/Write
	XX

	DBAT
	8
	Data block address translator registers, used to set up PPC physical to virtual address translations
	Read/Write
	XX

	SDR1
	1
	Page table configuration register, specifying the page table base address used for virtual-to-physical address translation
	Read/Write
	XX

	PVR
	1
	Processor version register, identifying the versions(model) and revision level of the PPC processor
	Read Only
	XX

	DAR
	1
	Data address register, used to store the effective address of an instruction that has generated a DSI or alignment exception
	Read/Write
	XX

	SPRG
	4
	Supervisor global register, general purpose registers reserved for PPC operating system use
	Read/Write
	XX

	DSISR
	1
	Data access exception status register, recording the cause of DSI and alignment exceptions
	Read/Write
	XX

	SRR
	2
	Machine status save/restore registers, used to save and restore machine status on exceptions
	Read/Write
	XX

	DEC
	1
	Decrementer register, a 32-bit decrementing counter that can be used to cause of decrementer exception after a delay
	Read/Write
	XX

	DABR
	1
	Data address breakpoint register, provided to control the data address breakpoint facility in debugging DSI exceptions
	Read/Write
	XX

	EAR
	1
	External address register, used to control a special-purpose external device (TBD: which for FSW setup)
	Read/Write
	

	SR
	16
	Segment registers, used for memory management
	Read/Write
	

	FPR
	60
	Floating point registers acting as source or destination for floating-point instructions.
	Read/Write
	


[[TBD: zero’d out on reboot and thus have not effect on primary boot on the way back around?; have any effect on regular operations]]

Addressing for CPU registers is defined in Table 14 below.

	Table 14: CPU Register Offsets

	Offset
	Register
	Offset
	Register
	Offset
	Register
	Offset
	Register

	0x000
	GPR 0
	0x0a0
	IBAT 0U
	0x140
	SR 11
	0x1e0
	FPR 17L

	0x004
	GPR 1
	0x0a4
	IBAT 0L
	0x144
	SR 12
	0x1e4
	FPR 18U

	0x008
	GPR 2
	0x0a8
	IBAT 1U
	0x148
	SR 13
	0x1e8
	FPR 18L

	0x00c
	GPR 3
	0x0ac
	IBAT 1L
	0x14c
	SR 14
	0x1ec
	FPR 19U

	0x010
	GPR 4
	0x0b0
	IBAT 2U
	0x150
	SR 15
	0x1f0
	FPR 19L

	0x014
	GPR 5
	0x0b4
	IBAT 2L
	0x154
	FPR 0U
	0x1f4
	FPR 20U

	0x018
	GPR 6
	0x0b8
	IBAT 3U
	0x158
	FPR 0L
	0x1f8
	FPR 20L

	0x01c
	GPR 7
	0x0bc
	IBAT 3L
	0x15c
	FPR 1U
	0x1fc
	FPR 21U

	0x020
	GPR 8
	0x0c0
	DBAT 0U
	0x160
	FPR 1L
	0x200
	FPR 21L

	0x024
	GPR 9
	0x0c4
	DBAT 0L
	0x164
	FPR 2U
	0x204
	FPR 22U

	0x028
	GPR 10
	0x0c8
	DBAT 1U
	0x168
	FPR 2L
	0x208
	FPR 22L

	0x02c
	GPR 11
	0x0cc
	DBAT 1L
	0x16c
	FPR 3U
	0x20c
	FPR 23U

	0x030
	GPR 12
	0x0d0
	DBAT 2U
	0x170
	FPR 3L
	0x210
	FPR 23L

	0x034
	GPR 13
	0x0d4
	DBAT 2L
	0x174
	FPR 4U
	0x214
	FPR 24U

	0x038
	GPR 14
	0x0d8
	DBAT 3U
	0x178
	FPR 4L
	0x218
	FPR 24L

	0x03c
	GPR 15
	0x0dc
	DBAT 3L
	0x17c
	FPR 5U
	0x21c
	FPR 25U

	0x040
	GPR 16
	0x0e0
	SDR1
	0x180
	FPR 5L
	0x220
	FPR 25L

	0x044
	GPR 17
	0x0e4
	PVR
	0x184
	FPR 6U
	0x224
	FPR 26U

	0x048
	GPR 18
	0x0e8
	DAR
	0x188
	FPR 6L
	0x228
	FPR 26L

	0x04c
	GPR 19
	0x0ec
	SPRG 0
	0x18c
	FPR 7U
	0x22c
	FPR 27U

	0x050
	GPR 20
	0x0f0
	SPRG 1
	0x190
	FPR 7L
	0x230
	FPR 27L

	0x054
	GPR 21
	0x0f4
	SPRG 2
	0x194
	FPR 8U
	0x234
	FPR 28U

	0x058
	GPR 22
	0x0f8
	SPRG 3
	0x198
	FPR 8L
	0x238
	FPR 28L

	0x05c
	GPR 23
	0x0fc
	DSISR
	0x19c
	FPR 9U
	0x23c
	FPR 29U

	0x060
	GPR 24
	0x100
	SRR 0
	0x1a0
	FPR 9L
	0x240
	FPR 29L

	0x064
	GPR 25
	0x104
	SRR 1
	0x1a4
	FPR 10U
	0x244
	FPR 30U

	0x068
	GPR 26
	0x108
	DEC
	0x1a8
	FPR 10L
	0x248
	FPR 30L

	0x06c
	GPR 27
	0x10c
	DABR
	0x1ac
	FPR 11U
	0x24c
	FPR 31U

	0x070
	GPR 28
	0x110
	EAR
	0x1b0
	FPR 11L
	0x250
	FPR 31L

	0x074
	GPR 29
	0x114
	SR 0
	0x1b4
	FPR 12U
	
	

	0x078
	GPR 30
	0x118
	SR 1
	0x1b8
	FPR 12L
	
	

	0x07c
	GPR 31
	0x11c
	SR 2
	0x1bc
	FPR 13U
	
	

	0x080
	CR
	0x120
	SR 3
	0x1c0
	FPR 13L
	
	

	0x084
	FPSCR
	0x124
	SR 4
	0x1c4
	FPR 14U
	
	

	0x088
	XER
	0x128
	SR 5
	0x1c8
	FPR 14L
	
	

	0x08c
	LR
	0x12c
	SR 6
	0x1cc
	FPR 15U
	
	

	0x090
	CTR
	0x130
	SR 7
	0x1d0
	FPR 15L
	
	

	0x094
	TBL
	0x134
	SR 8
	0x1d4
	FPR 16U
	
	

	0x098
	TBU
	0x138
	SR 9
	0x1d8
	FPR 16L
	
	

	0x09c
	MSR
	0x13c
	SR 10
	0x1dc
	FPR 17U
	
	


8.2 Dumps of the Boot Diagnostics Region

The FSW maintains a “permanent” region of SDRAM, the Boot Diagnostics Area, in which to record errors encountered during the primary and secondary boot processes. [[TBD And Apps scribble anything here?]]. The Boot Diagnostics Area begins at address 0000FF80. The detailed layout of this area is shown in Table 15 below. 

At each offset location, bitfields are used to report status information. The layout of these bitfields and the bits used to signal status are defined [16].

	Table 15: Layout of the SDRAM Boot Diagnostics Region

	Offset (bytes)
	Mnemonic
	Description
	Data Source

	0x00
	DIAGS_PRIM_BOOT_FLAGS
	Primary Boot Flags. 
	Set by startup diagnostics or reboot request.

	0x04
	DIAGS_SEC_BOOT_FLAGS
	Secondary Boot Flags. 
	Set by PBC from parameters specified in the Boot RTOS Execute Telecommand.

	0x08
	DIAGS_EXC_COUNT_OFF
	Counter of exceptions that have occurred. Reset on cold start.
	PBC, SBC or application exception vector.

	0x0C
	DIAGS_EXC_VEC
	Exception Vector
	PBC, SBC or application exception handler.

	0x10
	DIAGS_EXC_SRR0_REG
	Exception SSR0 Register Contents
	PBC, SBC or application exception handler.

	0X14
	DIAGS_EXC_SRR1_REG
	Exception SSR1 Register Contents
	PBC, SBC or application exception handler.

	0X18
	DIAGS_EXC_DAR_REG
	Exception DAR Register Contents
	PBC, SBC or application exception handler.

	0X1C
	DIAGS_EXC_DSISR_REG
	Exception DSISR Register Contents
	PBC, SBC or application exception handler.

	0x20
	DIAGS_PCI_STATUS2_REG
	Exception PCI Status 2 Register Contents
	PBC, SBC or application exception handler.

	0x24
	DIAGS_MEM_STATUS_REG
	Exception Memory Status Register Contents
	PBC, SBC or application exception handler.

	0x28
	DIAGS_EXC_TASK_ID
	Exception task ID.
	SBC or application exception handler.

	0x2C
	DIAGS_MT_RESULTS_1
	First Pass Memory Test Results
	Startup diagnostics.

	0x30
	DIAGS_MT_ADDR_1
	First Pass Memory Test Failure Address
	Startup diagnostics.

	0x34
	DIAGS_MT_ACTUAL_1
	First Pass Memory Test Failure Data
	Startup diagnostics.

	0x38
	DIAGS_MT_RESULTS_2
	Second Pass Memory Test Results
	Startup diagnostics.

	0x3C
	DIAGS_MT_ADDR_2
	Second Pass Memory Test Failure Address
	Startup diagnostics.

	0x30
	DIAGS_MT_ACTUAL_2
	Second Pass Memory Test Failure Data
	Startup diagnostics.

	0x44
	DIAGS_SEC_BOOT_FAIL_ERR
	Secondary Boot Error Code
	Secondary boot.

	0x48
	DIAGS_SEC_BOOT_FAIL_IDX
	Secondary Boot Error Index
	Secondary boot.

	0x4C
	DIAGS_SEC_BOOT_FAIL_DATA
	Secondary Boot Error Data
	Secondary boot.

	0x50
	DIAGS_BIST_750
	RAD750 BIST Results
	Startup diagnostics.

	0x54-0x5C
	DIAGS_BIST_PPCI
	PPCI BIST Results
	Startup diagnostics.

	0x5C
	DIAGS_MT_COUNT
	Number of SDRAM bytes tested
	Startup diagnostics.

	0x60-0x7C
	DIAGS_APP_INFO
	Application Information
	Secondary boot or Application.


8.3 Dumps of the Watchdog Timer Circular Buffer

[[TBD: Part of the APPS area of Boot Diagnostics Area? Names and last tasks not responding, etc.]]

9 Software File Uploads and Dumps

The onboard FSW must be configured for operation and must be maintained as files become corrupted, software defects are identified and corrected, and new functionality is added. Configuration, upgrade, and maintenance are accomplished through addition and replacement of files stored in SIU and EPU EEPROM. 

Production, testing, and packaging of these software files for upload is the responsibility of ISOC’s FSW Team. Upload scheduling is the responsibility of ISOC’s Commanding, Health and Safety Team.

FSW files meant for upload fall into the following categories:

· Secondary boot code

· RTOS images

· Secondary boot application databases

· FSW code modules

· Software configuration files

· Application configuration files

· Instrument configuration files

The names and sizes, format, production toolset, and linkages for each of these categories of file are described in this section.

9.1 Software File Delivery Mechanism

9.1.1 Layout of EEPROM

Each CPU provides two banks of EEPROM. The layout of the EEPROM banks is depicted in Figure 11 below (the two banks are identical; only the upper bank is shown in the figure).
	Figure 11: Layout of EEPROM (Upper Bank Shown)
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The “Boot Objects Region” contains the boot bank header and storage locations for:

· The secondary boot executable (Second Stage Boot Area 0)

· The secondary boot application database (Second Stage Boot Area 1)

· The VxWorks executable image file (RTOS)

The bank header defines the offsets and sizes of these three file areas.

The “File Region” provides space for the TFFS file system, where all configuration files and all FSW source code libraries are stored.

9.1.2 Delivery Route

Before launch, software files from each of the categories listed above are stored in SIU and EPU EEPROM as the initial mission software load. Thereafter, new software files are uploaded only as files become corrupted or updates are required.

All software files are uploaded using the same mechanism. FSW provides a set of upload telecommands for uploading files to the SIU, committing them to EEPROM, copying them from the SIU to the EPUs, and generally managing the onboard EEPROM filesystem. Refer to [19] for the latest list of FSW telecommands.

Once ISOC determines that files must be added or replaced, the ISOC FSW Team generates the files, segments them with TBD tool, and constructs and validates the telecommand sequence needed to accomplish the upload. The ISOC Commanding, Health and Safety Team schedules and coordinates the upload with the GSSC, and the MOC ultimately issues the telecommands to the Spacecraft. 

Once the files have been stored to EEPROM, the subsequent steps required to use these files to configure or modify FSW operation depend on the category of file.

9.2 Secondary Boot Code

FSW uses a two-stage boot process. During primary boot, the RAD750 CPU board is initialized and a primary boot shell is provided to allow operators to issue a limited set of telecommands, review the outcome of the primary boot in boot housekeeping telemetry, and configure the upcoming secondary boot process. During secondary boot, the VxWorks RTOS is initialized and FSW application modules are loaded and initialized.

Primary boot code files stored in RAD750 SUROM cannot be modified. 

Secondary boot code files, the subject of this section, are stored in the Boot Objects Region of SIB EEPROM and can be modified.

The secondary boot code is fully described in [17].

9.2.1 File List and Parameter Set

The secondary boot code file set is defined in Table 16 below.

	Table 16: Secondary Boot Code File Set

	Filename
	FSW Package Name
	Maximum size (Kbytes)
	Parameters Specified

	sbc_nominal.o
	SBC
	4.5 (compressed)
	N/A


9.2.2 File Format

As delivered by the ISOC FSW Team, a secondary boot code file is an ELF object module file, stripped by FMX of all unnecessary sections and symbols, GZIP compressed, and prefaced with a LAT File Header. 

9.2.3 Toolset

Secondary boot code files are developed and tested by ISOC’s FSW Team using the FSW development toolset: GCC for compilation, LTX for unit testing, SCP for integration testing, CMX for configuration management, and FMX for conversion to final object format, assignment of file identifier, and addition of LAT File Header.

9.2.4 Related Files

The secondary boot code file set is independent of other FSW files. Should the secondary boot code be modified and uploaded, no other FSW files need be modified.

9.3 RTOS Image Files

The RTOS image file set contains the VxWorks operating system library, which provides the core VxWorks functionality plus all FSW-specific board support functionality added by the FSW Team.

9.3.1 File List and Parameter Set

The RTOS image file set is defined in Table 17 below.

	Table 17: RTOS Image File Set

	Filename
	FSW Package Name
	Maximum size (bytes)
	Parameters Specified

	vxw_flight.o
	VXW
	220
	N/A


9.3.2 File Format

As delivered by the ISOC FSW Team, an RTOS image file is first built as an ELF object, then striped down to an absolute binary image to facilitate loading by the Primary Boot Code; after stripping, the file is GZIP compressed, and prefaced with a LAT File Header.

9.3.3 Toolset

RTOS image files are developed and tested by ISOC’s FSW Team using the FSW development toolset: GCC for compilation, LTX for unit testing, SCP for integration testing, CMX for configuration management, and FMX for conversion to final object format, assignment of file identifier, and addition of LAT File Header.

9.3.4 Related Files

The RTOS image file is independent of other FSW files.
9.4 Secondary Boot Application Database Files

The secondary boot code is responsible for loading and initializing FSW application modules once the RTOS is operational. In order to do so, the secondary boot code for each flight SIU and EPU refers to an application database file, parsing this database file to identify which application object modules to initialize and run. Generally speaking, this application database consists of (1) a list of software object modules to load from the on-board EEPROM file systems and (2) a list of application initialization functions to call and the parameters that should be passed to them.

This application database file is uploaded to the Boot Objects region using file upload commands described in the Telecommand and Telemetry Formats Handbook [19].

9.4.1 File List and Parameter Set

The secondary boot application database file set is defined in Table 18 below.

	Table 18: Secondary Boot Application Database File Set

	Filename
	FSW Package Name
	Maximum size (Kbytes)
	Parameters Specified

	TBD
	SBC
	TBD (small, ~ 5)
	See Section ‎9.4.3 below.


9.4.2 File Format

As delivered by the ISOC FSW Team, a secondary boot application database file is an ELF object module file, stripped by FMX of all unnecessary sections and symbols, GZIP compressed, and prefaced with a LAT File Header.

9.4.3 Toolset

The secondary boot application database is generated using a special-purpose tool from the SBC package: sbx. This tool reads an XML file specifying the contents of the application database and produces the ELF object binary file listed in Table 18 above.

The XML specification file and the resulting binary object are version controlled using CMX. The new application database binary object is integration tested using SCP.

The DTD for the XML document is version controlled in CMX. A detailed description of the DTD and an example file are presented in [17]. The parameters specified in this file are listed in Table 19 below.

	Table 19: Parameters Defined in the Secondary Boot Application XML Specification

	Field/Tag
	Description
	Parameters Specified

	Modules
	For each FSW application object module, defines which binary file to load.
	FMX-(TBD) assigned master key
CMX package name (e.g., “CCSDS”)
CMX constituent name (e.g., “ccsds_pkt”)
CMX package version (e.g., “V2-0-8”)
EEPROM device location (e.g., ee0)
EEPROM directory location (e.g., d00012)
EEPROM file identifier (e.g., “05cc044”)

	Functions
	List of application initialization functions to call
	Symbol name of function to call
Parameters for the function call (0 to 4)


9.4.4 Related Files

Changes to the secondary boot application database must be coordinated with changes to the set of FSW code modules described in Section ‎9.5 on page 3.

9.5 FSW Code Modules

The bulk of the FSW codebase is contained in the FSW code module file set, which contains all executable code except for the primary and secondary boot code. FSW code modules are stored in the File Region of EEPROM. 

Some of these code modules are loaded and initialized by the secondary boot code once secondary boot is complete.

9.5.1 File List and Parameter Set

The FSW code module file set for the initial mission software load is defined in Table 20 below. The “App Dbase?” column identifies the library modules that are listed in the secondary boot code application database and are thus loaded and initialized by the secondary boot code. Changes to these code modules in particular may necessitate changes in the secondary boot application database.

	Table 20: FSW Code Module File Set

	Filename
	FSW Package Name
	Description
	Destination CPU
	Size (bytes)
	App Dbase?

	libpbs.o
	PBS
	Processor Basic Services 
	SIU, EPU
	TBD
	No

	liblhk.o
	LHK
	Housekeeping main system module
	SIU
	TBD
	Yes

	liblhk_slv
	LHK
	Housekeeping slave module
	SIU, EPU
	TBD
	TBD

	liblhk_cfg.o
	LHK
	Housekeeping config module
	SIU, EPU
	TBD
	TBD

	librad750_reboot.o
	RAD750
	
	SIU, EPU
	TBD
	No

	libcmx_asBuilt.o
	CMX
	Code versioning
	SIU, EPU
	TBD
	No

	libcmx_asBuiltSpy.o
	CMX
	Code versioning
	SIU, EPU
	TBD
	No

	libmsg_mt.o
	MSG
	Error messaging system
	SIU, EPU
	TBD
	Yes

	[[TBD: Full list available when Flight Unit candidate released for testing]]
	TBD
	TBD
	TBD
	TBD
	TBD


9.5.2 File Format

As delivered by the ISOC FSW Team, each file in the FSW code module file set is an ELF object module file, stripped by FMX of all unnecessary sections and symbols, GZIP compressed, and prefaced with a LAT File Header.

9.5.3 Toolset

FSW code modules are developed and tested by ISOC’s FSW Team using the FSW development toolset: GCC for compilation, LTX for unit testing, SCP for integration testing, CMX for configuration management, and FMX for conversion to final object format, assignment of file identifier, and addition of LAT File Header.

9.5.4 Related Files

If a code module is loaded and initialized by the secondary boot code, changes to it may require corresponding changes to the secondary boot application database file (see Section ‎9.4 on page 3).

In addition, changes to code modules may necessitate changes in the corresponding software configuration file (see Section ‎9.6 on page 3).

9.6 Software Configuration Files

Every FSW code module that, when loaded into memory, spawns an active task has a corresponding software configuration file that defines the taskID, task priority in VxWorks, and the memory resources dedicated to that task.
9.6.1 File List and Parameter Set

The software configuration file set is defined in Table 21 below.

	Table 21: Software Configuration File Set

	Filename
	FSW Package Name
	Max size (Kbytes)
	Parameters Specified

	TBD [[soft. config for Houskeeping]]
	LHK
	TBD (~1)
	Task ID, Task Priority, Allocated Memory

	TBD [[soft. config for Thermal Control]]
	LTC
	TBD (~1)
	Task ID, Task Priority, Allocated Memory

	TBD: [[Full list available when Flight Unit candidate released for testing]]
	TBD
	TBD (~1)
	Task ID, Task Priority, Allocated Memory


9.6.2 File Format

As delivered by the ISOC FSW Team, each file in the software configuration file set is an ELF object module file, stripped by FMX of all unnecessary sections and symbols, GZIP compressed, and prefaced with a LAT File Header.

9.6.3 Toolset

Secondary configuration files are developed and tested by ISOC’s FSW Team using the FSW development toolset: GCC for compilation, LTX for unit testing, SCP for integration testing, CMX for configuration management, and FMX for conversion to final object format, addition of onboard file headers, and assignment of file identifiers.

9.6.4 Related Files

If the FSW is upgraded and new FSW application code modules are developed, new software configuration files may be generated.
9.7 Application Configuration Files

The operation of five FSW subsystems can be adjusted using special-purpose application configuration files. These subsystems are:

· Housekeeping

· Thermal Control

· Instrument Physics

· Charge Injection Calibration

· Diagnostics Framework

9.7.1 Housekeeping System Configuration Files

The LAT Housekeeping tasks are configured to collect and respond to health and status data based on a set application configuration files stored on the LAT file system.  The configuration files contain the acquisition enabling, packet delivery and acquisition schedule, limit check enabling, and limit value tables. The files can be interchanged via 1553  telecommmands.
Housekeeping configuration is discussed in detail in [32].
9.7.1.1 File List and Parameter Set

The Housekeeping configuration file set is defined in Table 22 below.

	Table 22: Housekeeping Configuration File Set

	Filename
	FSW Package Name
	Max size (bytes)
	Parameters Specified

	TBD [[acquisition schedule enabling config file]]
	LHK
	TBD
	Mask values describing which values to collect.
See Section ‎9.7.1.3 below.

	TBD [[acquisition enable config file]]
	LHK
	TBD
	Acquisition opcode and apid sequences and the acquisition schedule period.

See Section ‎9.7.1.3 below.

	TBD [[limit table values config file]]
	LHK
	TBD
	Contains threshold values for limit checking.
See Section ‎9.7.1.3 below.

	TBD [[limit table enabling config file]]
	LHK
	TBD
	Contains mask values describing which value to limit check.
See Section ‎9.7.1.3 below.


9.7.1.2 File Format

As delivered by the ISOC FSW Team, each file in the Housekeeping application configuration file set is an ELF object module file, stripped by FMX of all unnecessary sections and symbols, GZIP compressed, and prefaced with a LAT File Header.

9.7.1.3 Toolset

The contents of each housekeeping configuration file are defined in an XML file. These XML files are validated and converted to the ELF format described above by the Python-based lhk_config tool. 

The XML specification files and the resulting binary objects are version controlled using CMX. The new application database binary object is integration tested using SCP. LAT File Headers are added by FMX.
The DTD for the XML document is version controlled in CMX. A detailed description of the DTD and an example file are presented in [32]. The parameters specified in this file are listed in Table 32 below.

	Table 23: Parameters Defined in the Housekeeping Configuration XML Specification

	File
	Field/Tag
	Sub-Field/Tag 
	Parameter(s) Specified

	Acquisition and packet delivery schedule file
	<sched_cfg>
	<pkt_sched>
	Housekeeping packet delivery sequence, by APID

	
	
	<acq_sched>
	* Collection schedule period (from 32 to 100 milliseconds)

* Opcode defining the order in which Housekeeping data is collected

	Acquisition schedule enabling file
	<sch_enab_cfg>
	<tem_adc_enab id=’0’>
	This tag specifies a 16 bit mask describing which TEMs are enabled for acquisition of environmental data for a given mux channel.  A value of 0xffff signifies enabling of all 16 TEMs.  5 tem_adc_enab tags are required to describe each mux channel.  Each tag requires an id attribute to specify the mux channel id.

	
	
	<tem_adc_enab id=’1’>
	See above.

	
	
	<tem_adc_enab id=’2’>
	See above.

	
	
	<tem_adc_enab id=’3’>
	See above.

	
	
	<tem_adc_enab id=’4’>
	See above.

	
	
	<tem_lrs_enab>
	This tag specifies a 16 bit mask describing which tems are enabled for acquisition of low-rate science data.  A value of 0xffff signifies enabling of all 16 TEMs.

	
	
	<aem_adc_enab>
	This tag specifies a 13 bit mask describing which AEM FREE boards are enabled for acquisition of environmental data.  A value of 0x1fff signifies enabling of all free boards.

	
	
	<pdu_adc_enab>
	This tag specifies a 16 bit mask describing which of the 8 PDU environmental groups are enabled for both PDU0 and PDU1.  The top 8 bits are for pdu1 and the lower 8 bits are PDU0.

	
	
	<pdu_reg_enab>
	This tag specifies a 2 bit mask describing which of the two PDUs are enabled for acquisition of the power status registers.

	
	
	<gem_lrs_enab>
	This tag specifies a 4 bit mask signifying the enable status of each of the GEM low-rate science counters. bit 0 – Livetime, bit 1 – Prescaled, bit 2 – Discarded, bit 3 - Sent

	
	
	<comm_stat_enab>
	This tag specifies a one bit enable status of the communication statistics read from ITC.

	
	
	<file_stat_enab>
	This tag specifies a 4 bit mask signifying the enable status of the file statistics for each CPU. bit 0 – SIU, bit 1 - EPU0, bit 2 - EPU1, bit 3 - EPU2

	Limit table values file
	See [32]
	See [32]
	See [32]

	Limit table enabling file
	See [32]
	See [32]
	See [32]


9.7.2 Thermal Control System Configuration Files

[[Summary]]
9.7.2.1 File List and Parameter Set

The Thermal Control System configuration file set is defined in Table 22 above.

	Table 24: Thermal Control System Configuration File Set

	Filename
	FSW Package Name
	Max size (bytes)
	Parameters Specified

	TCSScript.txt
	LTC
	TBD
	TCS master configuration file. Identifies pathname for all sub-files used in the configuration.

	TCSSnsrs.o
	LTC
	TBD
	[[TBD: Sensor to ADC mapping, set of sensors to read, set of sensors to use in thermal control algorithm]]

	TCSCfg.o
	LTC
	TBD
	[[TBD: Heat pipe control data]]

	RTCNVxx.o
	LTC
	TBD
	[[TBD: RIT count-to-temp conversion table]]

	RSCNVxx.o
	LTC
	TBD
	[[TBD: RSVR count-to-temp conversion table]]

	RTFLTxx.o
	LTC
	TBD
	[[TBD: RIT smoothing filter definition]]

	RSFLTxx.o
	LTC
	TBD
	[[TBD: RSVR smoothing filter definition]]


9.7.2.2 File Format

As delivered by the ISOC FSW Team, other than the TCSScript.txt file, each file in the Thermal Control System configuration file set is an ELF object module file, stripped by FMX of all unnecessary sections and symbols, GZIP compressed, and prefaced with a LAT File Header. The sole text file in the set, TCSScript.txt, is also prepended with a LAT File Header.
9.7.2.3 Toolset

Thermal control system files are developed and tested by ISOC’s FSW Team using the FSW development toolset: GCC for compilation, LTX for unit testing, SCP for integration testing, CMX for configuration management, and FMX for conversion to final object format, addition of onboard file headers, and assignment of file identifiers.
9.7.3 Instrument Physics Configuration Files

The LAT Physics Acquisition application is a highly configurable subsystem. Filter algorithms, filter settings, and GRB detection criteria are all modifiable, though modifications are likely to be rare. Trigger settings, determined by the contents of instrument configuration files (see Section ‎9.8 on page 3), also affect LPA operations.

9.7.3.1 Filter Algorithm File

The filter algorithm file defines the trigger discriminator, energy level, and track projection tests used to filter event data. The filter algorithm file set is defined in Table 25 below.

	Table 25: Instrument Physics Filter Algorithm File Set

	Filename
	FSW Package Name
	Max size (bytes)
	Parameters Specified

	TBD
	LPA
	TBD
	N/A


The following 16 filter tests are currently encoded in the filter algorithm file.

· TEST1: Veto tile response; no CAL LO (trigger discriminator test).

· TEST2: ACD splash veto, pass 0 (trigger discriminator test).

· TEST3: Veto tile response; CAL energy < 350 MeV (energy level test).

· TEST4: Any ACD tile response; CAL energy < 10 MeV (energy level test).

· TEST 5: ACD Splash Veto (pass 1) (energy level test).

· TEST 6: TKR tower match with ACD top tile (energy level test).

· TEST 7: TKR tower match with ACD side tile (energy level test).

· TEST 8: No connection between CAL energy and TKR (pass 0) (energy level test)

· TEST 9: CAL layer 0 energy < 1 percent of total (energy level test).

· TEST 10: CAL layer 0 energy > 90 percent of total (energy level test).

· TEST 11: CAL crystal ratio (energy level test).

· TEST 12: No projections (track projection test).

· TEST 13: TKR/ACD matching (track projection test)

· TEST 14: Track(s) project into skirt (track projection test)

· TEST 15: CAL energy < 350 MeV; fewer than two tracks (track projection test)

· TEST 16: Albedo Gamma-ray rejection (track projection test)
As delivered by the ISOC FSW Team, the filter algorithm file is an ELF object module file, stripped by FMX of all unnecessary sections and symbols, GZIP compressed, and prefaced with a LAT File Header. 

The filter algorithm file is developed and tested by ISOC’s FSW Team using the FSW development toolset: GCC for compilation, LTX for unit testing, SCP for integration testing, CMX for configuration management, and FMX for conversion to final object format, addition of onboard file headers, and assignment of file identifiers.

If filter algorithms are added to or removed from the compiled filter algorithm file, corresponding changes to filter configuration file will be required.

9.7.3.2 Filter Configuration Files

Each filter configuration file uses a 32-bit mask to define which of the 16 filter tests (trigger discriminator, energy level, and track projection) are currently used to filter event data. These 16 tests can be considered 16 filter “channels”. In normal operations, not all events failing a particular test are discarded; a low-rate sample of rejected events is included in the event data telemetry. 

The 32 bits of the bitmask are broken into 16 pairs. The first bit of each pair specifies whether the filter channel is closed or open. The second bit defines the rate at which the filter channel allows events which would normally be discarded due to application of that test to be included into the event data stream. The structure of the 32 bit object is shown in 

	Figure 12: Structure of the 32bit Event Filter Configuration Mask (TBD)

	



The filter algorithm file set for the initial mission load is defined in Table 25 above.

	Table 26: Instrument Physics Filter Algorithm File Set

	Filename
	FSW Package Name
	Max size (bytes)
	Parameters Specified

	File#1 TBD
	LPA
	[32 bits + header]
	[specify which tests


As delivered by the ISOC FSW Team, each filter configuration file is an ELF object module file, stripped by FMX of all unnecessary sections and symbols, GZIP compressed, and prefaced with a LAT File Header. 

The filter configuration files are developed and tested by ISOC’s FSW Team using the FSW development toolset: GCC for compilation, LTX for unit testing, SCP for integration testing, CMX for configuration management, and FMX for conversion to final object format, addition of onboard file headers, and assignment of file identifiers.

If filter algorithms are added to or removed from the compiled filter algorithm file, corresponding changes to filter configuration files will be required.

9.7.3.3 GRB Detection Criteria Files

[TBD]

9.7.3.4 Data Compression Table Files

Event data can be batch compressed, as discussed in Section ‎7.2.3 on page 3. Compression tables used to define the encoding for the TKR, CAL, and ACD data are stored in EEPROM. The file set used to store this data is defined in Table 27 below.

	Table 27: Instrument Physics Data Compression Table File Set

	Filename
	FSW Package Name
	Max size (bytes)
	Parameters Specified

	TBD [[TKR data compression table]]
	LPA
	TBD
	[TBD]

	TBD [[CAL data compression table]]
	LPA
	TBD
	[TBD]

	TBD [[ACD data compression table]]
	LPA
	TBD
	[TBD]

	TBD [[misc. event data compression table]]
	LPA
	TBD
	[TBD]


As delivered by the ISOC FSW Team, each data compression table file is an ELF object module file, stripped by FMX of all unnecessary sections and symbols, GZIP compressed, and prefaced with a LAT File Header. 

The data compression table file is developed and tested by ISOC’s FSW Team using the FSW development toolset: GCC for compilation, LTX for unit testing, SCP for integration testing, CMX for configuration management, and FMX for conversion to final object format, addition of onboard file headers, and assignment of file identifiers.

9.7.3.5 Filter Geometry File

The filter geometry file defines the tower geometry parameters used by the LPA filter (TBD). The filter geometry file set is defined in Table 25 above.

	Table 28: Instrument Physics Filter Geometry File Set

	Filename
	FSW Package Name
	Max size (bytes)
	Parameters Specified

	TBD
	LPA
	TBD
	[TBD]


As delivered by the ISOC FSW Team, the filter geometry file is an ELF object module file, stripped by FMX of all unnecessary sections and symbols, GZIP compressed, and prefaced with a LAT File Header. 

The filter geometry file is developed and tested by ISOC’s FSW Team using the FSW development toolset: GCC for compilation, LTX for unit testing, SCP for integration testing, CMX for configuration management, and FMX for conversion to final object format, addition of onboard file headers, and assignment of file identifiers.

Changes to the geometry file may necessitate changes to the filter algorithm file.

9.7.3.6 ACD, TKR, and CAL Constants File (Pedestals and Gains)

[[TBD. 3 files containing pedestals and gains for the ACD, TKR, can CAL hardware. Updated as calibrations are performed and pedestals and gain settings must be adjusted]]

9.7.4 Calibration Configuration Files

9.7.4.1 File List and Parameter Set

[[2 types of files required: (1) instrument configuration file(s) to set up based configuration of AEM (common controller, GARC, and GAFE registers), TEM (GCFE, GTIC, GTFE registers), and GEM; (2) calibration configuration file to define number of major/minor cycles, pulse levels, thresholds, etc.]]

The calibration configuration file set is defined in Table 29 below.

	Table 29: Calibration Configuration File Set

	Filename
	FSW Package Name
	Maximum size (bytes)
	Parameters Specified

	TBD (ACD Calibration configuration file)
	LCI
	TBD
	Threshold-related  register reconfigurations for each calibration loop

	TBD (CAL Calibration configuration file)
	LCI
	TBD
	TBD

	TBD (TKR Calibration config file)
	LCI
	TBD
	TKR Trigger Check: (1) 1 channel per GTRC to loop through, (2) Pulse to inject, threshold

	TBD (TKR TOT parameter file:)
	LCI
	TBD
	Parameters: 1) # of pulse points, 2) # of samples to collect for each data point

	TBD (TKR Threshold Scan parameter file)
	LCI
	TBD
	Parameters: 1) # of threshold points, 2) their threshold values, 3) # of samples collected per threshold point, 4) calibration DAC for each GTFE


9.7.4.2 File Format

[[TBD: Likely binary ELF object]]
9.7.4.3 Toolset

TBD.
9.7.4.4 Related Files

TBD.
9.7.5 Diagnostics Framework Configuration Files

9.7.5.1 File List and Parameter Set

[[TBD]]

The diagnostics “plug-in” file set is defined in Table 18 above.

	Table 30: LAT Diagnostics Framework Configuration File Set

	Filename
	FSW Package Name
	Maximum size (bytes)
	Parameters Specified

	TBD
	LDF
	TBD
	TBD

	TDB
	LDF
	TBD
	TBD


9.7.5.2 File Format

[[TBD]]

9.7.5.3 Toolset

[[TBD]]

9.7.5.4 Related Files

[[TBD]]

9.8 Instrument Configuration Files

FSW provides a package, LATC, to define the configuration of the entire LAT instrument. LATC represents the instrument configuration using a set of XML files, converted into binary format by LATC tools on the ground, stored in EEPROM (or uploaded during the mission as new configurations are identified), unpacked by LATC on orbit, and used to set the actual hardware registers on the LAT. The opposite pathway is also available: onboard, LATC reads the instrument configuration, then packages the configuration data as a binary file, which can be downloaded for analysis.
The number of LAT registers is, to say the least, large. These registers are grouped into different subsystems by functionality. LATC’s XML-based instrument configuration files are likewise grouped by subsystem. LATC allows instrument configurations to be mixed and matched: a master file identifies the filepath to the particular subsystem configuration files of interest.
As discussed in [33], LAT registers can be divided into four categories

1.
Read-only. There are various statistics registers or ADC interface registers of the LAT that are read-only. These registers cannot be set by LATC  and their state is not recorded by LATC.

2.
One-time write (or static). There are several registers of the LAT that have one, and only one, correct setting. For example, the various timeouts and delays of the TEM, EBM, TCC and CCC. These registers are configured by FSW during start-up and are not modified or recorded by LATC.

3.
Process driven (or contextual). Some registers are implicitly set when a command is issued to the LAT. For example, the CRU registers, the PDU registers and the address registers of the various LATp nodes are set when a command is sent to the LAT instructing it to power a node and add it to the LAT command and response fabric. Other registers in this category might be the charge injection DACs that are used during calibration. These registers are not modified or recorded by LATC.

4.
Everything else (dynamic). The remaining registers can be used to enable and disable portions of the detector, or configure the trigger. 

LATC is concerned only with the last group of registers.
Before launch, a large set of configuration files will be preloaded into EEPROM. The configurations defined in these files will be chosen based on the experience gained with the LAT and with the FSW during the integration and test process.
9.8.1 File List and Parameter Set

The instrument configuration file set is defined in Table 31 below.

	Table 31: Instrument Configuration File Set

	Filename
	FSW Package Name
	Maximum size (bytes)
	Parameters Specified

	TBD (master file)
	LATC
	TBD
	[[TBD: 

	TBD (file for GEM)
	LATC
	TBD
	See ‎9.8.3 below.

	TBD (file for AEM)
	LATC
	TBD
	See ‎9.8.3 below.

	TBD (file for TEMs)
	LATC
	TBD
	See ‎9.8.3 below.

	TBD (files for additional subsystems)
	LATC
	TBD
	See ‎9.8.3 below.


9.8.2 File Format

As delivered by the ISOC FSW Team, aside than the configuration master files, instrument configuration files are ELF object module files, stripped by FMX of all unnecessary sections, GZIP compressed, and prefaced with a LAT File Header. Instrument configuration master files are text files.
9.8.3 Toolset

Instrument configuration files are generated using a special-purpose command-line tool from the LATC package: lat_parser. This tool reads an XML file specifying the register settings that define a particular configuration and produces the ELF object binary file listed above.

Master files are produced by hand (TBD).
The XML instrument configuration file and the resulting binary object are version controlled using CMX. The new instrument configurations are tested on the FSW Testbed. FMX is used to prepend the LAT File Header to each file in the set.
The DTD for the instrument configuration XML file is version controlled in CMX. A complete description of the DTD and example XML files are presented in [33]. Valid settings for the registers defined in the instrument configuration files are defined in [[hardware ICDs]].

The tag hierarchy used in the XML file are shown in Table 32 below.

	Table 32: Parameters Defined in the Instrument Configuration XML Specification

	Tag
	Sub-tag
	Parameters Specified

	GEM
	TAM (Trigger Accept Message)
	engine0-15 (prescale, inhibit, calstrobe, tack, four_range, zero_suppress, marker, destination)

	
	ROI (Region of Interest)
	rxxx_yyy

	
	TIE (Trigger Input Enable)
	towers x 4 groups (register)
acd_cno((register)
tiles x 12 groups (register)
tower_busy (register)

	
	SCH (Scheduler)
	conditions x 16 (register)

	
	WIN (Window)
	win_width (register, width)

	AEM
	pha_enable_0
	register

	
	pha_enable_1
	register, enable

	
	veto_enable_0
	register

	
	veto_enable_1
	register, enable

	
	veto_delay
	register, delay

	
	HVBS
	register, hv

	
	HVSAA
	register, hv

	
	hold_delay
	register, delay

	
	veto_width
	register, width

	
	hitmap_width
	register, width

	
	hitmap_deadtime
	register, deadtime

	
	hitmap_delay
	register, delay

	
	pha_threshold_0-17
	register

	
	ACDTACQ
	register, adc

	
	AFE (many)
	afe_configuration (register, HLD_discriminator, veto_descriminator, range_select, PHA_range)

	TEM
(per TEM)
	data_masks
	register, cal_mask, tkr_mask

	
	cal_trgseq
	register, cal_cal_strobe, cal_TACK

	
	tkr_trgseq
	register, tkr_cal_strobe, tkr_TACK

	
	TIC (many)
	cal_input_mask (register, low_energy, high_energy) , tkr_layer_0 (register, layer) ,tkr_layer_1 (register, layer), tkr_output_mask (register, output_mask)

	
	CCC (many)
	layer_mask_0 (register, pos_log_mask, pos_le_mask, pos_he_mask, neg_log_mask, neg_le_mask, neg_he_mask)

layer_mask_1(register, pos_log_mask, pos_le_mask, pos_he_mask, neg_log_mask, neg_le_mask, neg_he_mask)

ccc_configuration (register, data_fifo, error_fifo, sum_diag_fifo)

ccc_trg_align (register, prim_align, shape_time)

event_timeouts(register, range_delay)

CRC (many)

	
	TCC (many)
	tcc_input_mask (register, trigger_mask, mask)

tcc_configuration(register, cable_length, summary_full, error_full, data_full)

tcc_trg_align (register, shape_time, prim_align)

TRC (many)

	
	SPT (many)
	low

high

TFE*


9.8.4 Related Files

Instrument configuration files are used by the LAT Calibration, LAT Physics Acquisition, and LAT Diagnostics Framework applications, along with other configuration files specific to those applications.
Appendix A: LAT Register List
The following table lists all LAT hardware registers, indicating which are D=Dynamic (process-driven), S=Static (write-once), RO=Read-Only, and C=Contextual from the point of view of the FSW LATC application.

	Table 33: LAT Register List

	Component
	Register
	N
	Bits
	Comment
	Type
	XML

	GAEM
	CONFIGURATION
	1
	1
	Even Parity (internal commands)
	C
	

	GAEM
	CONFIGURATION
	1
	1
	Even Parity (response)
	C
	

	GAEM
	CONFIGURATION
	1
	1
	Event Parity (event)
	C
	

	GAEM
	CONFIGURATION
	1
	12
	Data Masking
	D
	

	GAEM
	CONFIGURATION
	1
	8
	Version
	RO
	

	GAEM
	COMMON_STATUS
	1
	1
	Trigger Message Parity Error
	RO
	

	GAEM
	COMMON_STATUS
	1
	1
	Command Parity Error
	RO
	

	GAEM
	COMMON_STATUS
	1
	1
	Command Prefix Parity Error
	RO
	

	GAEM
	COMMON_STATUS
	1
	16
	Event Statistics
	RO
	

	GAEM
	CABLE_STATUS
	1
	2
	FREE 0
	RO
	

	GAEM
	CABLE_STATUS
	1
	2
	FREE 1
	RO
	

	GAEM
	CABLE_STATUS
	1
	2
	FREE 2
	RO
	

	GAEM
	CABLE_STATUS
	1
	2
	FREE 3
	RO
	

	GAEM
	CABLE_STATUS
	1
	2
	FREE 4
	RO
	

	GAEM
	CABLE_STATUS
	1
	2
	FREE 5
	RO
	

	GAEM
	CABLE_STATUS
	1
	2
	FREE 6
	RO
	

	GAEM
	CABLE_STATUS
	1
	2
	FREE 7
	RO
	

	GAEM
	CABLE_STATUS
	1
	2
	FREE 8
	RO
	

	GAEM
	CABLE_STATUS
	1
	2
	FREE 9
	RO
	

	GAEM
	CABLE_STATUS
	1
	2
	FREE 10
	RO
	

	GAEM
	CABLE_STATUS
	1
	2
	FREE 11
	RO
	

	GAEM
	COMMAND_RESPONSE
	1
	16
	Command Statistics
	RO
	

	GAEM
	COMMAND_RESPONSE
	1
	16
	Response Statistics
	RO
	

	GAEM
	TRGSEQ
	1
	8
	TACK Delay
	S
	

	GAEM
	TRGSEQ
	1
	4
	CALSTROBE Delay
	S
	

	GAEM
	POWER_MANAGEMENT
	1
	1
	FREE 0
	C
	

	GAEM
	POWER_MANAGEMENT
	1
	1
	FREE 1
	C
	

	GAEM
	POWER_MANAGEMENT
	1
	1
	FREE 2
	C
	

	GAEM
	POWER_MANAGEMENT
	1
	1
	FREE 3
	C
	

	GAEM
	POWER_MANAGEMENT
	1
	1
	FREE 4
	C
	

	GAEM
	POWER_MANAGEMENT
	1
	1
	FREE 5
	C
	

	GAEM
	POWER_MANAGEMENT
	1
	1
	FREE 6
	C
	

	GAEM
	POWER_MANAGEMENT
	1
	1
	FREE 7
	C
	

	GAEM
	POWER_MANAGEMENT
	1
	1
	FREE 8
	C
	

	GAEM
	POWER_MANAGEMENT
	1
	1
	FREE 9
	C
	

	GAEM
	POWER_MANAGEMENT
	1
	1
	FREE 10
	C
	

	GAEM
	POWER_MANAGEMENT
	1
	1
	FREE 11
	C
	

	GAEM
	ADDRESS
	1
	5
	Address
	C
	

	GAEM
	TIMEOUT
	1
	16
	EVT Timeout
	S
	


	Component
	Register
	N
	Bits
	Comment
	Type
	XML

	GARC
	VETO_DELAY
	12
	5
	Veto Delay
	S
	

	GARC
	RQST_HVBS
	12
	12
	HVBS
	S
	

	GARC
	RQST_SAA
	12
	12
	SAA
	S
	

	GARC
	HVBS
	12
	12
	
	RO
	

	GARC
	HVSAA
	12
	12
	
	RO
	

	GARC
	HOLD_DELAY
	12
	7
	Hold delay
	S
	

	GARC
	VETO_WIDTH
	12
	3
	Veto width
	S
	

	GARC
	HITMAP_WIDTH
	12
	4
	Hit-map width
	S
	

	GARC
	HITMAP_DEADTIME
	12
	3
	Hit-map dead-time
	S
	

	GARC
	LOOK_AT_ME
	12
	1
	Interface A/B enable
	C
	

	GARC
	HITMAP_DELAY
	12
	5
	Hit-map delay
	S
	

	GARC
	PHA_EN0
	12
	16
	PHA Readout Enable
	D
	

	GARC
	VETO_EN0
	12
	16
	VETO Enable
	D
	

	GARC
	PHA_EN1
	12
	2
	PHA Readout Enable
	D
	

	GARC
	VETO_EN1
	12
	2
	VETO Enable
	D
	

	GARC
	MAX_PHA
	12
	5
	Max PHA to send
	D
	

	GARC
	MODE
	12
	1
	Return Data Parity
	C
	

	GARC
	MODE
	12
	3
	HVBS A Enable
	C
	

	GARC
	MODE
	12
	3
	HVBS B Enable
	C
	

	GARC
	MODE
	12
	1
	Parity for GAFE
	C
	

	GARC
	MODE
	12
	1
	AEM A Veto Outputs
	C
	

	GARC
	MODE
	12
	1
	AEM B Veto Outputs
	C
	

	GARC
	MODE
	12
	1
	Test pin mux
	C
	

	GARC
	MODE
	12
	1
	Return Data Edge
	C
	

	GARC
	STATUS
	12
	6
	Status bits
	RO
	

	GARC
	LAST_CMD
	12
	16
	Cmd/data from last cmd error
	RO
	

	GARC
	DIAGNOSTIC
	12
	16
	Diagnostic information
	RO
	

	GARC
	CMD_REJECT
	12
	8
	Number of rejected cmds
	RO
	

	GARC
	FREE_ID
	12
	8
	Hardwired board serial number
	RO
	

	GARC
	GARC_VERSION
	12
	3
	Version of GARC chip
	RO
	

	GARC
	PHA_THRESHOLD_0…17
	12
	12
	PHA must exceed all thresholds
	S
	

	GARC
	ADC_TACQ
	12
	6
	Additional time from Hold to ADC
	D
	


	Component
	Register
	N
	Bits
	Comment
	Type
	XML

	GAFE
	CONFIGURATION
	216
	1
	TCI Regular Gain
	C
	

	GAFE
	CONFIGURATION
	216
	1
	PHA Range Mode
	D
	

	GAFE
	CONFIGURATION
	216
	1
	Range Select
	D
	

	GAFE
	CONFIGURATION
	216
	1
	Veto Disc Enable
	D
	

	GAFE
	CONFIGURATION
	216
	1
	HLD Disc Enable
	D
	

	GAFE
	CONFIGURATION
	216
	1
	TCI High Gain
	C
	

	GAFE
	VETO_DAC
	216
	6
	Veto DAC
	D
	

	GAFE
	HLD_DAC
	216
	6
	HLD DAC
	D
	

	GAFE
	LLD_DAC
	216
	6
	LLD DAC
	D
	

	GAFE
	BIAS_DAC
	216
	6
	Bias DAC
	D
	

	GAFE
	TCI_DAC
	216
	6
	Test Charge Inj Level
	C
	

	GAFE
	VERS_ADDRESS
	216
	ND
	Version Number
	RO
	

	GAFE
	WRITE_CTR
	216
	ND
	Number of write cmds
	RO
	

	GAFE
	REJECT_CTR
	216
	ND
	Number of rejected cmds
	RO
	

	GAFE
	LOOP_CTR
	216
	ND
	Number of cmds
	RO
	

	GAFE
	CHIP_ADDR
	216
	ND
	GAFE chip address
	RO
	


	Component
	Register
	N
	Bits
	Comment
	Type
	XML

	GTIC
	POWER_SUPPLY
	1
	1
	Tracker
	C
	

	GTIC
	POWER_SUPPLY
	1
	1
	Calorimeter
	C
	

	GTIC
	STATUS
	1
	1
	Command Parity Error
	RO
	

	GTIC
	CAL_IN_MASK
	1
	8
	Low Energy Mask
	D
	

	GTIC
	CAL_IN_MASK
	1
	8
	High Energy Mask
	D
	

	GTIC
	CAL_LRS_MASK
	1
	8
	Low Energy Mask (counter 0)
	C
	

	GTIC
	CAL_LRS_MASK
	1
	8
	High Energy Mask (counter 0)
	C
	

	GTIC
	CAL_LRS_MASK
	1
	8
	Low Energy Mask (counter 1)
	C
	

	GTIC
	CAL_LRS_MASK
	1
	8
	High Energy Mask (counter 1)
	C
	

	GTIC
	CAL_LRS_COUNTERS
	1
	16
	Counter 0
	RO
	

	GTIC
	CAL_LRS_COUNTERS
	1
	16
	Counter 1
	RO
	

	GTIC
	TKR_LAYER_ENABLE_0
	1
	18
	Layer Enable 0
	D
	

	GTIC
	TKR_LAYER_ENABLE_1
	1
	18
	Layer Enable 1
	D
	

	GTIC
	TKR_OUT_MASK
	1
	16
	3-in-a-row output mask
	D
	

	GTIC
	TKR_OUT_LRS_MASK
	1
	16
	Counter Mask
	C
	

	GTIC
	TRK_LRS_COUNTER_0
	1
	16
	Lower Counter
	RO
	

	GTIC
	TRK_LRS_COUNTER_0
	1
	16
	Upper Counter
	RO
	

	GTIC
	TRK_LRS_COUNTER_1
	1
	16
	Lower Counter
	RO
	

	GTIC
	TRK_LRS_COUNTER_1
	1
	16
	Upper Counter
	RO
	

	GTIC
	BUSY_LRS_MASK
	1
	1
	Tracker
	C
	

	GTIC
	BUSY_LRS_MASK
	1
	1
	Calorimeter
	C
	

	GTIC
	BUSY_LRS_MASK
	1
	1
	Total
	C
	

	GTIC
	BUSY_LRS_COUNTER
	1
	24
	Counter
	RO
	

	GTIC
	MUX_CONFIG
	1
	3
	Channel
	C
	

	GTIC
	TKR_BIASDAC
	1
	16
	Input Register
	S
	

	GTIC
	TKR_BIASDAC
	1
	1
	Valid
	RO
	

	GTIC
	CAL_BIASDAC
	1
	16
	Input Register
	S
	

	GTIC
	CAL_BIASDAC
	1
	1
	Valid
	RO
	


	Component
	Register
	N
	Bits
	Comment
	Type
	XML

	GTEM
	CONFIGURATION
	1
	1
	Use Redundant GEM
	D
	

	GTEM
	CONFIGURATION
	1
	1
	Use Redundant EBM
	D
	

	GTEM
	CONFIGURATION
	1
	1
	Parity Select (TKR TACK)
	C
	

	GTEM
	CONFIGURATION
	1
	1
	Parity Select (CAL Internal)
	C
	

	GTEM
	CONFIGURATION
	1
	1
	Parity Select (TKR Internal)
	C
	

	GTEM
	CONFIGURATION
	1
	1
	Parity Select (response)
	C
	

	GTEM
	CONFIGURATION
	1
	1
	Parity Select (event)
	C
	

	GTEM
	CONFIGURATION
	1
	1
	Parity Select (token)
	C
	

	GTEM
	CONFIGURATION
	1
	1
	Buffer Model Select
	C
	

	GTEM
	CONFIGURATION
	1
	1
	Trigger Buffer Select
	C
	

	GTEM
	CONFIGURATION
	1
	16
	Cable Controller Timeout
	S
	

	GTEM
	DATA_MASKS
	1
	1
	Diagnostic
	C
	

	GTEM
	DATA_MASKS
	1
	4
	Calorimeter
	D
	

	GTEM
	DATA_MASKS
	1
	8
	Tracker
	D
	

	GTEM
	STATUS
	1
	1
	Event Error
	RO
	

	GTEM
	STATUS
	1
	1
	Trigger Message Parity Error
	RO
	

	GTEM
	STATUS
	1
	1
	Tag Error
	RO
	

	GTEM
	STATUS
	1
	1
	Cable Error
	RO
	

	GTEM
	STATUS
	1
	1
	Timeout Error
	RO
	

	GTEM
	STATUS
	1
	1
	Command Parity Error
	RO
	

	GTEM
	STATUS
	1
	1
	Command Prefix Parity Error
	RO
	

	GTEM
	STATUS
	1
	1
	Parity Error "A"
	RO
	

	GTEM
	STATUS
	1
	1
	Parity Error "B"
	RO
	

	GTEM
	STATUS
	1
	1
	"B" Selected
	RO
	

	GTEM
	STATUS
	1
	6
	Version
	RO
	

	GTEM
	STATUS
	1
	16
	events (packets) sent
	RO
	

	GTEM
	COMMAND_RESPONSE
	1
	16
	Response Statistics
	RO
	

	GTEM
	COMMAND_RESPONSE
	1
	16
	Command Statistics
	RO
	

	GTEM
	TKR_TRGSEQ
	1
	4
	CAL_STROBE Delay
	S
	

	GTEM
	TKR_TRGSEQ
	1
	8
	TACK Delay
	S
	

	GTEM
	CAL_TRGSEQ
	1
	4
	CAL_STROBE Delay
	S
	

	GTEM
	CAL_TRGSEQ
	1
	8
	TACK Delay
	S
	

	GTEM
	ADDRESS
	1
	5
	Address
	RO
	


	Component
	Register
	N
	Bits
	Comment
	Type
	XML

	GCCC
	CONFIGURATION
	4
	1
	Controller output enable
	C
	

	GCCC
	CONFIGURATION
	4
	4
	Listen MSB
	C
	

	GCCC
	CONFIGURATION
	4
	6
	FIFO full cond. (summary/diagnostic)
	S
	

	GCCC
	CONFIGURATION
	4
	6
	FIFO full cond. (error)
	S
	

	GCCC
	CONFIGURATION
	4
	7
	FIFO full cond. (data)
	S
	

	GCCC
	TRG_ALIGNMENT
	1
	4
	Shaping Time
	S
	

	GCCC
	TRG_ALIGNMENT
	1
	4
	Primitive Alignment
	S
	

	GCCC
	LAYER_MASK_0,1
	4
	56
	Layer Mask
	D
	

	GCCC
	EVENT_TIMEOUTS
	4
	10
	Timeout
	S
	

	GCCC
	EVENT_TIMEOUTS
	4
	10
	Range Delay
	S
	


	Component
	Register
	N
	Bits
	Comment
	Type
	XML

	GCRC
	CSR
	16
	4
	Status
	RO
	

	GCRC
	LATC_CMD
	16
	16
	Last Command
	RO
	

	GCRC
	DELAY_1
	16
	6
	Time Delay Hold to RNG Decision
	S
	

	GCRC
	DELAY_2
	16
	6
	Time Delay RNG Decision to Sample
	S
	

	GCRC
	DELAY_3
	16
	8
	Time Delay ADC Conversion time
	S
	

	GCRC
	DAC
	16
	16
	DAC Setting
	D
	

	GCRC
	CONFIGURATION
	16
	16
	Configuration?
	D
	


	Component
	Register
	N
	Bits
	Comment
	Type
	XML

	GCFE
	CONFIG_0
	192
	1
	Low energy gain select 0
	D
	

	GCFE
	CONFIG_0
	192
	1
	Low energy gain select 1
	D
	

	GCFE
	CONFIG_0
	192
	1
	Low energy gain select 2
	D
	

	GCFE
	CONFIG_0
	192
	1
	High energy gain select 0
	D
	

	GCFE
	CONFIG_0
	192
	1
	High energy gain select 1
	D
	

	GCFE
	CONFIG_0
	192
	1
	High energy gain select 2
	D
	

	GCFE
	CONFIG_0
	192
	1
	High energy gain select 3
	D
	

	GCFE
	CONFIG_0
	192
	1
	Low energy range enable
	D
	

	GCFE
	CONFIG_0
	192
	1
	High energy range enable
	D
	

	GCFE
	CONFIG_0
	192
	1
	Use first range
	D
	

	GCFE
	CONFIG_0
	192
	1
	First range 0
	D
	

	GCFE
	CONFIG_0
	192
	1
	First range 1
	D
	

	GCFE
	CONFIG_0
	192
	1
	Overwrite
	D
	

	GCFE
	CONFIG_1
	192
	1
	Log accept enable
	D
	

	GCFE
	CONFIG_1
	192
	1
	Low Energy trigger enable
	D
	

	GCFE
	CONFIG_1
	192
	1
	High Energy trigger enable
	D
	

	GCFE
	CONFIG_1
	192
	1
	Calibration Gain
	D
	

	GCFE
	CONFIG_1
	192
	1
	Calibration Low Energy Enable
	D
	

	GCFE
	CONFIG_1
	192
	1
	Calibration High Energy Enable
	D
	

	GCFE
	FLE_DAC
	192
	7
	Low Energy TRG Disc
	D
	

	GCFE
	FHE_DAC
	192
	7
	High Energy TRG Disc
	D
	

	GCFE
	LOG_ACPT
	192
	7
	Log Accept Disc
	D
	

	GCFE
	RNG_ULD_DAC
	192
	7
	Range Select Disc
	D
	

	GCFE
	REF_DAC
	192
	7
	DAC for DC Reference
	D
	


	Component
	Register
	N
	Bits
	Comment
	Type
	XML

	GTCC
	CONFIGURATION
	8
	1
	Controller output enable
	C
	

	GTCC
	CONFIGURATION
	8
	4
	Cable Length
	S
	

	GTCC
	CONFIGURATION
	8
	6
	FIFO full cond. (summary/diagnostic)
	S
	

	GTCC
	CONFIGURATION
	8
	6
	FIFO full cond. (error)
	S
	

	GTCC
	CONFIGURATION
	8
	7
	FIFO full cond. (data)
	S
	

	GTCC
	TRG_ALIGNMENT
	8
	4
	Shaping Time
	S
	

	GTCC
	TRG_ALIGNMENT
	8
	4
	Alignment Delay
	S
	

	GTCC
	INPUT_MASK
	8
	1
	Disable Parity Check
	C
	

	GTCC
	INPUT_MASK7
	8
	1
	Mask
	D
	

	GTCC
	INPUT_MASK
	8
	9
	Trigger Masks
	D
	

	GTCC
	FIFO_STATUS
	8
	3
	Diagnostic FIFO Signals
	RO
	

	GTCC
	FIFO_STATUS
	8
	3
	Error FIFO Signals
	RO
	

	GTCC
	FIFO_STATUS
	8
	3
	TOT FIFO Signals
	RO
	

	GTCC
	FIFO_STATUS
	8
	3
	Data FIFO Signals
	RO
	

	GTCC
	FIFO_STATUS
	8
	3
	Summary FIFO Signals
	RO
	

	GTCC
	LATCHED_STATUS
	8
	1
	Data Parity Error
	RO
	

	GTCC
	LATCHED_STATUS
	8
	1
	GTRC Summary Error
	RO
	

	GTCC
	LATCHED_STATUS
	8
	1
	Word Count Parity Error
	RO
	

	GTCC
	LATCHED_STATUS
	8
	1
	Header Parity Error
	RO
	

	GTCC
	LATCHED_STATUS
	8
	1
	Timeout Error
	RO
	

	GTCC
	LATCHED_STATUS
	8
	1
	FULL Error
	RO
	

	GTCC
	LATCHED_STATUS
	8
	1
	GTFE Tag Error
	RO
	

	GTCC
	LATCHED_STATUS
	8
	1
	GTRC Tag Error
	RO
	

	GTCC
	LATCHED_STATUS
	8
	1
	Command Parity Error
	RO
	

	GTCC
	LATCHED_STATUS
	8
	3
	Diagnostic FIFO Signals
	RO
	

	GTCC
	LATCHED_STATUS
	8
	3
	Error FIFO Signals
	RO
	

	GTCC
	LATCHED_STATUS
	8
	3
	TOT FIFO Signals
	RO
	

	GTCC
	LATCHED_STATUS
	8
	3
	Data FIFO Signals
	RO
	

	GTCC
	LATCHED_STATUS
	8
	3
	Summary FIFO Signals
	RO
	

	GTCC
	EVENT_TIMEOUTS
	8
	14
	EVT Timeout
	S
	


	Component
	Register
	N
	Bits
	Comment
	Type
	XML

	GTRC
	CSR
	36
	33
	CSR Register (status)
	RO
	

	GTRC
	SYNCH
	36
	5
	Synch Register
	RO
	


	Component
	Register
	N
	Bits
	Comment
	Type
	XML

	GTFE
	DAC
	1728
	7
	DAC
	D
	

	GTFE
	DATA_MASK
	1728
	64
	Data Mask
	D
	

	GTFE
	TRIG_MASK
	1728
	64
	Trigger Mask
	D
	

	GTFE
	CALIB_MASK
	1728
	64
	Calibration Mask
	C
	

	GTFE
	MODE
	1728
	2
	Mode
	D
	

	DAQ
	
	192
	128
	Gain
	D
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Test 1





Telemetry Packet


Header











� Assumes pulsing at 10 kHz, 1 channel per TFE and 12 TFE per TRC; auto-range readout; no cross-talk measurement.


� Assumes pulsing at 10 kHz, 1 channel per TFE and 12 TFE per TRC; no cross-talk measurement.


� Assumes pulsing at 10 kHz
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