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Request

Provide details of plans to assess the performance of the event filtering software on-board to maintain knowledge of the scientific responses of LAT.

Reason

Any event filtering system runs the risk of removing signal at a rate that can vary with time.  Proper scientific analysis requires proper knowledge of the event filtering mechanisms.

Response

A hardware trigger followed by an online software filter has become a standard feature in high-energy physics experiments.  The strategy for monitoring the performance of the event filter is similar to what would be done if the design had only a more restrictive hardware trigger (one may think of the filter as a second stage of the hardware trigger): a continuous sample of the events that are tagged to be rejected by the filter is sent to the ground during routine operations.  This “pass-through” strategy provides a statistical sample of what is being thrown away on board.  The question then becomes a matter of collecting adequate statistics on relevant timescales.

We note that, since the RFA was written, the effective event rate to the ground has increased substantially (by a factor ~10), due to increased data volume allocation from the GLAST mission (factor 4) and implementation of lossless data compression by LAT (factor ~3).  While the issue is certainly still of great importance scientifically, the larger event rate means three things relevant to this RFA:

· fewer onboard selections are needed, and the remaining cuts can be looser, so the filter has a smaller potential impact on the gamma sample;

· as a result, more background events are passed by the filter, providing a large regular sample to monitor;

· the larger event data volume allows a larger pass-through sample of events that are rejected by the filter but sent to the ground anyway.

The monitoring task, while still very important, is therefore significantly easier.

The orbit-average trigger rate is approximately 4 kHz (~1 kHz with a more restrictive hardware trigger, called the veto or throttle).  The downlink rate is about 300 Hz, so the filter removes 90% of the events.  The pass-through sample is used to monitor the events rejected by the filter for changes in gamma identification inefficiencies.

In the current design, the filter is organized into approximately twelve tests that an event must satisfy to be accepted (about half of these are subcategories of simple tests involving information from the ACD).  Because some tests require more CPU cycles than others, the filter is hierarchical.  When the event fails one of the tests, the event is flagged and processing stops.

About 10%, or 30 Hz, of the downlink event data volume will be allocated for pass-throughs.  Thus, about 11% of all hardware triggers will be sent to the ground (10% of the hardware triggers pass the filter, plus an additional 1% rejected by the filter but passed through).  By prescaling the events rejected by the filter independent of the flagged test, the pass-through sample will be populated most with the events that come first in the hierarchy and least with the ones that come last in the hierarchy.  The fraction of events in the pass-through sample will therefore match the fraction of events removed by each test.  That strategy works provided adequate statistics are accumulated for each test in a reasonable amount of time.  Since the trigger rates change over the 90-minute orbit, it is worthwhile to have adequate precision over shorter timescales.  For a test that removes 1% of the hardware triggers (no filter test will be much less effective than this since the rate reduction would not be significant!), about 100 events will be passed-through every ten minutes.  Thus, the event failure rates for tests with the lowest statistics will be known to about 10% every ten minutes and, folding the same region of the orbit, will reduce that uncertainty by a factor of 4 in one day.  Note that the solid-state hardware technologies selected for LAT make the expected performance of the instrument very stabile over long periods, and this will be confirmed on orbit.

It is also possible to reweight the pass-through sample by having a separate prescale for each test, or group of tests, so additional statistics can be accumulated where needed if an unbiased weighting is not sufficient.      

The pass-through events will be processed with all the other events in the pipeline.  The relative event fractions in the sample, and the rates of these events surviving the ground-based reconstruction and background rejection, will be monitored.  

A complementary approach enables monitoring the gamma sample directly using known steady sources such as Vela.  Reference energy spectra from these sources enable monitoring of the effective area as a function of energy over time.  Because the statistics are relatively limited, this monitoring provides a good check on the overall pass-through strategy described above, only on somewhat longer timescales.  The earth albedo gamma sample may also provide another monitoring source during pointed observations, although the orbital and observatory orientation variations of the rate will complicate the analysis.

