LAT CDR RFA #29 Response

Action Requested:

Describe fault management for GLAST LAT.  Describe fault management for GLAST LAT by the GLAST spacecraft.  The description of fault management should include hardware and software (and operational techniques).  Describe where requirements are defined and how they are verified.

Supporting Rationale:

Fault management for the GLAST LAT has not be adequately (ie., thoroughly) addressed.

Response:

The LAT is fault tolerant with regards to health and safety.  Specifically, the LAT processors and software have no survival thermal control function and no quick reaction requirements have been identified for ground operations. Six key areas for fault management have been identified and they are high/low temperature excursions, high current, high voltage, ACD PMT protection due to SAA, processor fault, and software malfunction. Of these, only high/low temperature excursions require spacecraft action.  All critical LAT temperatures that require the SC to put the LAT in safe mode have been identified and documented in the LAT-SC ICD.  LAT safe mode consists of disconnecting the SIU and DAQ feeds, activating both primary and redundant VCHP feeds to isolate the radiators and activating both survival feeds.  Survival heater control is via thermostats. High current protection is implemented with fuses.  Each LAT heater is individually fused.  The SIU’s, EPU’s, TEM’s and GASU feeds are individually fused as well as the CAL electronics, Tracker MCM’s, and ACD.  In addition, all LAT power supplies contain thermal switches. High input voltages (>45V) at the SIU and DAQ feeds can damage the LAT electronics.  Currently, the LAT does not require SC action since the maximum SC voltage is 35V.  If Spectrum Astro identifies a failure on the SC bus that could cause the LAT input voltage to stray above 35 V, a requirement to safe the LAT will implemented.  Currently, no failure mode for this scenario has been identified. The ACD PMT’s are protected from damage due to SAA in two ways.  During normal operations, the SC issues a MIL-1553 message prior to entering the SAA region.  Once the SIU receives this message, the gain to the ACD PMT power supplies is lowered.  Once the instrument is out of the SAA region, the SC sends a 1553 message and the LAT resumes the science mission.  In the event of a processor fault or software malfunction, the PMT’s are protected by current-limiting resistors in the ACD high-voltage power supplies. LAT processors do not have a survival thermal control function.  There are operational scenarios where a processor fault could lock the VCHP heaters on or off.  If the VCHP are locked on (radiators isolated from the LAT) with the LAT electronics powered on, the LAT temperature would rise.  Due to the large mass of the LAT, this temperature rise will be very slow and would allow sufficient time for ground ops personnel to identify and rectify the situation either by resetting the SIU or switching to the redundant SIU.  The fail-safe to ground ops is that once a critical LAT temperature exceeds a red limit, the SC will safe the LAT.  In addition the VCHP reservoirs are over-temperature protected by a thermostat.  In the event that the VCHP heaters are locked off (full heat rejection by the radiators), the LAT would become thermally unstable.  Again, due to the large LAT mass, sufficient time would be available for the ground ops personnel to identify and rectify the situation by resetting the SIU or switching to the redundant SIU.  The ACD PMT protection in the event of a processor fault was discussed earlier. The LAT software has no survival thermal control function.  The operational scenario identified that requires fault management due to a software malfunction is with the VCHP heaters being locked on or off.  The same responses by ground support and LAT protections that applied to the LAT processors apply here as well.

Finally, LAT participated in the Observatory Fault Management TIM at Spectrum Astro in August 2003 and will participate in all future Observatory and Instrument Fault Management discussions.

