FSW User Guide and Maintenance Manual

Chapter 5

Chapter 1: Managing the FSW File Base
It’s likely that the onboard FSW will be upgraded and reconfigured during the GLAST mission, with changes being made on average once every few months. Reconfigurations and upgrades are achieved by replacing binary files in the FSW file base. All updateable FSW configuration files and source code files are stored in EEPROM banks mounted inside the SIUs and EPUs. The FSW supports 12 file management telecommands that allow users on the ground to add, move, copy, and delete files in EEPROM. 

This chapter discusses how to use these commands; it is organized as follows:

· Organization of the FSW File Base (page 1)
· Organization of the Onboard File System (page 2)
· Using File Management Telecommands (page 2)
· Monitoring File Management Operations in Telemetry (page 2)
· Generating Application Configuration Files for Upload (page 2)
· Generating Instrument Configuration Files for Upload (page 2)
· Generating FSW Source Code Files for Upload (page 2)
· Validating File Management Command Sequences Using the FSW Testbed (page 2)
Note: This chapter covers file management operations after the boot process is complete. While the same 5 file upload telecommands are used during boot and normal operations, the procedures for using the commands are somewhat different. For the primary boot file load procedures (e.g., for loading a new RTOS image or new secondary boot code), see Chapter Z.
Related Information

· FSW Traveler Document, “FILE Package User Manual”, available on FSW Website at http://www.slac.stanford.edu/exp/glast/flight/web/FSW_traveler.shtml
[[NOTE: Could include a table, rows time sequenced, to show flow of configuration file loads and usage]] 

[[NOTE: Decision table to walk through sequence choices. Condition stubs, action stubs]]

1 Organization of the FSW File Base
The onboard FSW file set consists of configuration files and source code files.
1.1 FSW Configuration Files

FSW uses three categories of configuration file. Details on individual files in each category are provided in [X] (the ISOC-FSW ICD).

1. Software configuration files define low-level attributes and behavior of the FSW system. These files define, for instance, the VxWorks identifier for a task and its VxWorks task priority. One software configuration file is provided for each FSW subsystem. These software configuration files are produced using the FSW build system and are changed very rarely (less than once per year).

2. Application configuration files are task-specific files, used to control the operational behavior of different FSW subsystems. These configuration files are also produced using the FSW build system. 5 FSW subsystems use configuration files of this type:
· Housekeeping
· Thermal Control
· Charge Injection Calibration
· Diagnostics Framework
· Physics Acquisition.

3. Instrument configuration files specify hardware register settings for all LAT subsystems. These configuration files are used by FSW to put the instrument in defined states. Instrument configuration files are produced using a tool chain provided by the LATC FSW package. They change more frequently than the previous two classes of files. For instance, configuration files that mask noisy TKR strips might be updated monthly (as deterioration affects the hardware), while files adjusting the trigger might only be changed once every 6 months.

1.2 FSW Source Code Files
[[More than one category here: (1) secondary boot code, (2) RTOS, (3) application libraries bundled into SBC application database]]

[[Give a high-level manifest of what the complete FSW load contains]]
2 Organization of the Onboard File System
This section describes the structure of the onboard EEPROM file system, the repository for all FSW code other than the primary boot code.
Onboard CPU resources fall into three categories:
· SUROM (Startup ROM). 256 Kbytes of dedicated EEPROM mounted on the Spacecraft Interface Board. Primary boot code is stored in this area. This memory cannot be reprogrammed in flight. 

· SDRAM. 126 Mbytes of RAM mounted on the RAD750. Used as the main working memory area by primary boot code and FSW applications. Also contains the Boot Diagnostics Region. This RAM is organized (how much of it?) as a VxWorks DOSFS RAM disk.
· EEPROM. 2 banks (3 Mbytes each) of general-purpose EEPROM mounted on the SIB. This memory is reprogrammable. Each bank stores a copy of the secondary boot modules and the RTOS, and provides space for a TFFS file partition.
See Figure 1 below. Each of the SIUs and EPUs provides the same set of resources.
	Figure 1: Memory Resources Used by FSW
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Related Information

· Primary and secondary boot code usage of the SDRAM Boot Diagnostics Region is covered in Chapter L.

2.1 Layout of the EEPROM Banks
The last of these three resources, EPPROM, concerns us in this chapter. The layout of the EEPROM banks is depicted in Figure 2 below (the two banks are identical; only the upper bank is shown in the figure).

	Figure 2: Layout of EEPROM (Upper Bank Shown)
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The “Boot Objects Region” contains the bank header and storage locations for:

· The secondary boot executable (Second Stage Boot Area 0)
· The secondary boot application database (Second Stage Boot Area 1)

· The VxWorks executable image file (RTOS)

The bank header defines the offsets and sizes of these three file areas.
The “File Region” provides space for the TFFS file system, where all configuration files and all FSW source code libraries are stored. 
2.1.1 Relationship Between the Boot Objects Region and the File Region

As described in Chapter X, “FSW SIU Boot Process”, during secondary boot, the secondary boot code locates the secondary boot application database in the Boot Objects Region; it then uses the database to locate FSW source code libraries in the File Region. Once located, these libraries are loaded and initialized to complete the secondary boot process.
Related Information

· The use of the secondary boot application database is described in more detail in Chapter X. 

2.2 Organization of the TFFS File System
The two TFFS File Regions of EEPROM are organized as two “drives”. The upper TFFS drive is designated “/ee0”. The lower drive is designated “/ee1”. FSW files are allocated between the two drives as shown in Table 1 below.

Each drive is divided into 128 directories. There are no subdirectories below this level.

File identifiers are 32-bit hexadecimal numbers, structured as shown in Figure 3.

	Figure 3: Convention for TFFS File Identifiers

	Filename Part I
	Filename Part II
	Filename Part III

	Drive/Device (3 bits)
	Directory (7 bits)
	Filename (22 bits)

	(ee0 or ee1)
	(d000-d127)
	(assigned by FMX)


For instance, the hexadecimal identifier for file /ee0/d012/f000023 might be [[0xc110011d0000000cd]].

As shown in Figure 3, the drive and directory location are incorporated into the file identifier itself. Each file identifier uniquely links the physical file to a particular file load operation. Thus, if a particular FSW library is replaced in directory /ee0/d012/, it will be assigned a new file identifier, even if the library is identical to the previous version. When a file is uploaded, the FSW reads the file identifier and writes the file to the specified drive and directory.
	Table  SEQ Table \*Arabic 
1
: Layout of the TFFS Drives

	TFFS “Drive”
	Standard Contents of the Drive

	/ee0
	[[This set of application libraries and corresponding software config files stored in the following directories…]]

[[This set of application config files stored in the following directories…]]

[[This set of instrument config files stored in the following directories…]]

	/ee1
	[[That set of application libraries and corresponding software config files stored in the following directories…]]

[[That set of application config files stored in the following directories…]]

[[That set of instrument config files stored in the following directories…]]


Related Information

· FSW file identifiers are discussed in detail in the FMX User Guide.

2.3 Structure of Individual Files
[[Cover file “stripping”, header assignment, and compression]]

[[Check: Both configuration files and source code files have the same structure in prep for upload?]]
3 Using File Management Telecommands

FSW supports 12 telecommands for managing the onboard filebase. This section describes how these commands are used to upload, move, copy, and delete onboard files. 

This section is organized as follows:
· Summary of File Management Telecommands
· Uploading Files
· Moving Files
· Copying Files
· Deleting Files
· Creating and Deleting Directories
· Requesting File System and Directory Status Information
3.1 Summary of File Management Telecommands

3.1.1 File Upload Telecommands

The telecommand set used to upload files to the onboard file system are described in Table 2. 

	Table 2: File Management Telecommands Summary

	Command Name
	Command Mnemonic
	Description

	File Upload Start
	LFILUPLSTART
	Announces the beginning of a new upload and provides total size. The File Upload Start command initializes the file upload state machine. The expected size in bytes comprising the upload is presented in this command. A new string of File Upload Data packets may be initiated after this command successfully completes. A previous upload must not be in progress when this command is sent. The file data commands that follow the upload start command will place file data in a temporary RAM upload buffer.

	File Upload Data
	LFILUPLDATA
	Cancels an outstanding upload set. The File Upload Cancel command deletes all of the data currently held in the temporary file upload buffer and resets the file upload state machine. This command may be used to cancel an erroneous upload attempt.

	File Upload Commit
	LFULUPLCOMMIT
	Signals that the file upload data packet sequence is complete and that the file data is ready for validation and writing to storage. At this point the attached file header is validated, and the file data length and checksum extracted from the header. The file data checksum is validated over the received file data contained in the RAM upload buffer. Once the checks are successful, the file data is written to storage. Any padding which was added to the upload data set may be removed at this time, as the file header contains the original file data size. The File Upload Commit telecommand contains a file ID indicating the storage location for the file. The “Validate Only” option bit for this telecommand lets operators see if the file data is ready for the commit without setting the state of the file upload to ERROR if the validation fails. Also, if the validation is successful, the state of the file upload is not set to COMMIT, but remains LOAD.

	File Upload Cancel
	LFILUPLCANCEL
	Cancels an outstanding upload set. The File Upload Cancel command deletes all of the data currently held in the temporary file upload buffer and resets the file upload state machine. This command may be used to cancel an erroneous upload attempt.

	File Upload to EPU
	LFILUPLEPU
	Copy a file from the SIU to an EPU.


Related Information

· For complete instructions on constructing command sequences and transferring them to the GSSC for later execution, see Chapter Y.

· For full details on the latest telecommand set, consult the online Telecommand and Telemetry Formats handbook on the FSW Web site (http://www.slac.stanford.edu/exp/glast/flight/web/a_cat/hide_p/ndx_dwp_p.shtml.

3.1.2 File System Management Telecommands

The telecommands used to manage directories, copy files, delete files, dump file contents, and check the status of the file system are described in Table 

	Table 3: File System Management Telecommands Summary

	Command Name
	Command Mnemonic
	Description

	LAT File System Directory Create
	LLFSDIRCREATE
	Creates a directory specified by the file identifier.  Only the device and directory number portions of the file ID are used.

	LAT File System Directory Delete
	LLFSDIRDELETE
	Deletes a directory specified by the file identifer.  Only the device and directory number portions of the file ID are used.

	LAT File System Directory Dump
	LLFSDIRDUMP
	Dumps the contents of a directory specified by the file identifier. Only the device and directory number portions of the file ID are used.

If the directory value is '127', a series of  LFSROOTLIST telemetry packets are sent, one for each directory in the root directory of the device.  Otherwise, a series of LLFSDIRLIST telemetry packets are sent, one for each file in the directory.

	LAT File System File Copy
	LLFSFILECOPY
	Copies a file locally on the same CPU.  The 2 file identifier values specify the source and destination file locations.

	LAT File System File Delete
	LLFSFILEDELETE
	Deletes the file specified by file identifier.

	FAT File System File Dump Contents
	LLFSFILEDUMPC
	Dumps the contents of a file indicated by file identifier to the CTDB interface. The file data is sent as a series of LLFSDUMPTCTBD telemetry packets.

	LAT File System Status Report
	LLFSSYSSTATUS
	Report the current status of a file system partition indicated by file identifier.  Only the device number portion of the file storage ID is used.

The status is returned as a single LLFSSYSLIST telemetry packet.


Related Information

· For complete instructions on constructing command sequences and transferring them to the GSSC for later execution, see Chapter Y.

· For full details on the latest telecommand set, consult the online Telecommand and Telemetry Formats handbook on the FSW Web site (http://www.slac.stanford.edu/exp/glast/flight/web/a_cat/hide_p/ndx_dwp_p.shtml.

3.2 Uploading Files
[[Question: Unless they’re on in real-time, ISOC cannot issue the File Upload Cancel command. So when ISOC transfers command sets to GSSC/ISOC, are they actually transferring a script with some logic that must anticipate events?
3.2.1 Process Flow for Uploading FSW Configuration Files and Application Libraries
The “master procedure” for uploading files to the TFFS drives is as follows (see Figure 4 below).

4. The ISOC identifies a need to modify the existing FSW configuration and/or source code files.
5. The FSW team designs, codes, and tests the new configuration files and/or source code libraries using the Testbed.
6. The FSW Team generates the new configuration or source code files using FMX. These “raw” files together constitute a file load. Each generated file in the load is stripped and compressed; FMX has also applied a file header. Since the maximum size of CCSDS telecommand packets (including header and checksum) is 62 bytes, in the vast majority of cases, each of the generated files is too large to transmit in one telecommand packet.
7. The FSW Team uses the ABCDEFG tool to break the total file load into optimally-sized chunks, then uses the XYZPDQ tool to generate a complete set of CCSDS telecommand packets to control the upload. This set contains, at a minimum:
· A File Upload Start command packet containing the correct size of the file load.

· One or more File Upload Data command packets to bundle the entire file upload.

· A File Upload Commit command to end the upload sequence and commit the files to EEPROM.
8. The FSW Team may also include commands requesting diagnostic telemetry from the LAT Communications Manager (LCM). This telemetry will contain low-level MSG codes that may be valuable in troubleshooting any problems encountered during the load.
9. The FSW Team uses the Testbed to verify that the upload command sequence, including any requests for diagnostic telemetry, functions correctly.
10. The FSW Team transfers the command set to the Commanding, Health and Safety Team. [[Additional CHS steps here? Details? CHS decides where it should occur Absolute Time vs. Relative Time??]]
11. The CH&S Team transmits the ATS or RTS command load to GSSC. GSSC in turn schedules command execution with the MOC.

12. MOC executes the command load and returns Level 0 produces directly to the CH&S Team.

13. CH&S reviews all real-time Housekeeping telemetry, as well as any telemetry contained in the Level 0 products, such as:

· Diagnostic telemetry specifically requested from the LAT Communications Manager application
· Housekeeping telemetry written to the SSR.

	Figure 4: Process Flow for File Uploads
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3.2.2 Using the ABCDEF Tool to Break Up File Loads

[[Step by step procedure for segmenting the FSW files into packable chunks]]
3.2.3 Using the XYZPDQ Tool to Assemble the File Upload Telecommand Set

[[Step-by-step basic procedure for generating the CCSDS telecommand set to handle the upload]]

3.3 Moving Files

[[LFS Functionality: short procedure using LFS File Copy and LFS File Delete Commands]]
3.4 Copying Files

[[LFS Functionality: short procedure using LFS File Copy]]
3.5 Deleting Files

[[LFS Functionality: short procedure using LFS File Delete]]
3.6 Creating and Deleting Directories

[[LFS Functionality: short procedures using LFS Directory Create, LFS Directory Delete, LFS Directory Dump]]
3.7 Requesting File System and Directory Status Information

[[LFS Functionality: short procedure using LFS System Status Report]]
4 Monitoring File Management Operations in Telemetry

The FSW provides two “channels” of feedback on the status of file management operations and any errors encountered while files are being loaded, copied, moved, or deleted:

· Error and information codes specific to the LAT File System (LFS) application passed by the low-level FSW messaging (MSG) system. These MSG codes are reported by the LAT Communications Manager (LCM), and can be requested from the LCM system as diagnostic telemetry. See Chapter A for an overview of the MSG system.

· File management status information in Housekeeping telemetry.

The contents of these channels are summarized in 

	Table 4: Monitor Points for File Management Operations

	Source of Information
	Frequency of Update
	Contents

	FSW message system (MSG) codes reported by LAT Communications Manager (LCM) application
	Commanded (Diagnostic Telemetry)
	Depending on the output level configured for the MSG system, the data set includes Error, Warning, and/or Information messages issued by FSW tasks involved in file management operations

	Housekeeping Data
	Real-Time, or Retrieved from SSR (Housekeeping Telemetry)
	File packet and error counters, memory addresses, file identifiers, and upload state


4.1 Interpreting FSW Message System (MSG) Codes

[[TBS]]
Related Information
· Consult the MSG system codes specific to the LAT File System (LFS) and FILE packages on the FSW Web site. The Web site also provides a MSG code lookup tool at http://www.slac.stanford.edu/cgi-wrap/fsw_msg
4.2 Interpreting Housekeeping Data
[[TBS]]
[[List the fields to watch]]

[[Nice to include an AstroRT cap with callouts of the fields to watch?]]
Related Information

· For full details on the latest housekeeping telemetry set, consult the online Telecommand and Telemetry Formats handbook on the FSW Web site (http://www.slac.stanford.edu/exp/glast/flight/web/a_cat/hide_p/ndx_dwp_p.shtml.

· Housekeeping design document, “LAT Housekeeping” (LAT-TD-02905) 

5 Generating Application Configuration Files for Upload

This section covers the following FSW configuration files produced for upload:
· Housekeeping (LHK) system configuration files

· Thermal Control System (LTC) configuration files

· Charge Injection Calibration (LCI) configuration files

· LAT Diagnostics Framework (LDF) configuration files

· Physics filter (LPA) configuration files

Related Information

· For procedures for using file upload telecommands, see Section 3.1.
5.1 Housekeeping System Configuration Files

[[Summarize, and refer em to Housekeeping user doc]]
6 Generating Instrument Configuration Files for Upload
7 Generating FSW Source Code Files for Upload

7.1 Generating a New RTOS Image
7.2 Generating a New Secondary Boot Application Database

FSW application code is unpacked by the secondary boot code (at what step?). The SBC expects to read an application “database” file in binary format to correctly identify which files that have been loaded on the EEPROM to read, unpack, and initialize. 

The SBC package provides the sbx tool for building application configuration files. Using this tool, the operator specifies  [[[]]].

	Table 5: XML Hierarchy for the SBX Tool (SBC Application Initialization Database File Generator)

	XML Tag
	XML Attributes
	Description

	SBCdoc
	modified=”date”

created=”date”
	Root element

	application_database
	Version=”integer”
	

	Modules
	
	

	  Module
	key=”integer”
	

	  
	
	


To generate an application configuration database file:

Related Information

· The boot process, including the unpacking of application modules, is described in Section Y. Additional information can be found in “LAT Flight Software Secondary Boot Code” (LAT-TD-02150), the design document for the SBC package.

· For the complete XML schema for application configuration files, refer to the FSW Web site and to the “SBC User Manual” ([11]). 

8 Validating File Management Command Sequences Using the FSW Testbed
Page 1 of 12
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