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1 Scope

1.1 Purpose

The Instrument Science Operations Center to Flight Software Interface Control Document (ICD) delineates interfaces so that subsystems can transfer, interpret, store, read and execute software instruction, files, databases and protocols between ISOC-designed and FSW-designed software programs and applications. This ICD will ensure compatibility between the ISOC ground software and the FSW executing on the FSW Testbed and onboard the LAT instrument.
[[Explain document’s science data focus; not going to recapitulate packet definitions; refer to online C&T manual for packet layout for all telemetry, including science data telem]]

[[ALSO, briefly – other data assigned to science data APID range – that stuff is described in online C&T manual. The only exception is the GRB alert message sent by FSW]]

1.2 Document Overview

This document is organized in the following sections:
· Section ‎1, Scope, briefly describes this ICD and its objectives. 

· Section ‎2, Applicable Documents, lists the documents referenced in this ICD or that are applicable to the interface be.

· Section ‎3, Overview of the Subsystems Exchanging Data, describes the organizations and entities that are exchanging the data described in this ICD.
· Section ‎4, Conventions, [[specifies the file types, representations of time and attitude data, certain aspects of science data]]
· Section ‎5, Summary of Data Described in this ICD, [[presents a tabular summary of the data defined in this ICD]]

· Section ‎6, Science Data, [defines the event data (passthrough and filtered/compressed), calibration data, and diagnostic data written to the SSR)

· Section ‎7, Memory Writes and Dumps, [[defines the contents of the Boot Diagnostics Region, a special-purpose diagnostic region on SDRAM used to store our “messages in a bottle”]]

· Section ‎8, Software File, defines the format and contents of the software configuration files, application configuration files, and instrument configuration files that must be updated and uploaded in order to put the instrument in a defined state.

2  Applicable Documents

	Citation Number
	Document Number
	Document Title

	1
	GSFC 433-MAR-0001
	Mission Assurance Requirements (MAR) for Gamma-Ray Large Area Telescope (GLAST) Large Area Telescope (LAT)

	2
	LAT-MD-00033
	Gamma-ray Large Area Space Telescope (GLAST) Large Area Telescope (LAT) Work Breakdown Structure

	
	
	

	
	
	

	
	
	

	6
	LAT-MD-00068
	Gamma-ray Large Area Space Telescope (GLAST) Large Area Telescope (LAT) Configuration Management Plan

	7
	LAT-MD-00091
	Gamma-ray Large Area Space Telescope (GLAST) Large Area Telescope (LAT) Quality Manual

	8
	LAT-SS-00019
	GLAST LAT – T&DF Level III Subsystem Specification

	9
	LAT-SS-00284
	GLAST LAT – Trigger Level IV Subsystem Specification

	10
	LAT-SS-00285
	GLAST LAT – Dataflow Level IV Subsystem Specification

	11
	LAT-SS-00286
	GLAST LAT – Conceptual Design of the Global Trigger

	12
	LAT-SS-00287
	GLAST LAT – Conceptual Design of the TKR-CAL Tower Electronics Module

	13
	LAT-SS-00289
	GLAST LAT – Conceptual Design of the ACD Electronics Module

	14
	LAT-SS-00290
	GLAST LAT – Conceptual Design of the Space-Craft Interface Unit

	15
	LAT-SS-00399
	LAT Flight Software Specification – Level III

	
	
	[[Get the hardware ICDs in here]]

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	28
	1196 EI-Y46311-000C
	GLAST LAT Spacecraft to LAT Interface Control Document (SC-LAT ICD), Version C

	29
	433-ICD-0001 (GLAST Project CCB)
	LAT-GBM Interface Control Document (ICD)

	
	
	


3 Overview of the Subsystems Exchanging Data
This section of the ICD briefly describes the roles and functions of the major subsystems exchanging the data described in this document. 

3.1 Flight Software
Discuss the FSW organization: Due to the closeness of the FSW to the LAT hardware, currently part of the DAQ, Electronics, and FSW Organization under Gunther Haller. [[Summarize what the FSW team must deliver by rolling up the categories in the SRS]] [[Discuss the toolbase: GNU C compiler, CMX/FMX tool, Jira issue tracking system ]] [[FSW design has been PDRd and CDRd]] [[Summarize the deliverables and how delivered – FSW delivers all source code, compiled operational FSW load, command and telemetry data dictionary, CDRLs; FSW will be qualification tested, at the end of the process, a flight-ready load of software will be delivered to the Integration and Test Team along  -- this software will be tailored to the Electronics and DAQ Testbed Testbed – the ELX and FSW Testbeds are the same object]]
3.2 Instrument Science Operations Center
[[Include ISOC description]]
3.3 Other Subsystems Associated with the Interface

[[The ISOC does not exchange files and data directly with the LAT FSW. Exchange is mediated by the GSSC and the MOC. These organizations are briefly described in this section.]]

3.3.1 Mission Operations Center

The MOC performs all observatory commanding, monitoring, and level 0 data processing and delivery to the IOCs and GSSC.  The MOC provides rapid response for the follow-up of Target of Opportunities (ToOs) requested by the science team or science community.  The MOC incorporates automation of spacecraft operations and data processing to permit a small operations team and "lights-out" operation, and to speed data processing and response to ToOs.  The MOC is staffed by a Flight Operations Team (FOT) on an eight-hour per day, five-day per week basis.  MOC automation software will also identify potential anomalies and notify personnel if necessary.  The MOC shall generate Pass-oriented Level-0 (L0) telemetry data, and provide the data to the GSSC and IOCs.  The Pass-oriented L0 data will be retained online for 7 days at the MOC.  A subset of the housekeeping telemetry is maintained online for 30 days, and trend data is accumulated over the life of the mission.  In addition, the raw telemetry files as received from TDRSS (or the ground station), command logs, orbit data, the as-flown timelines, and MOC processing statistics and status are archived for the life of mission.

The MOC is based on the Integrated Test and Operations System (ITOS) command and telemetry system, government-off-the-shelf (GOTS) software products, and commercial-off-the-shelf (COTS) hardware and software tailored for GLAST mission support.  ITOS provides all command and telemetry functions, such as front-end processing, command and telemetry processing, real-time monitoring, and archiving. Computer security, with use of firewalls and other techniques, prevents intrusion and disruption of operations.

3.3.2 GLAST Science Support Center

The GLAST Science Support Center receives Level 0 data products from the MOC and sends the observing plan, target of opportunity orders, and the as-flow timeline to the MOC. The GSSC receives Level 1 data and other data products (including LAT and GBM command loads) from the two IOCs (the ISOC and the GLAST Burst Monitor’s Instrument Operations Center (IOC)); the GSSC will have a backup capability for performing Level 1 processing.  The GSSC and the IOCs have joint responsibility for the definition of the relevant science analysis tools and for the representation of the instrument response functions; GSSC scientists participate in the development of the science tools. The GSSC is responsible for supporting the astronomical community’s use of GLAST data by running the guest investigator (GI) program, providing analysis software and expertise, and disseminating GLAST data and results.  The GSSC will be responsible for the mission’s timeline.  Finally, the GSSC will archive the mission’s data.
4 Conventions

[[The following conventions apply to the information in this ICD]]

4.1 File Types

[[Summarize general types and refer to detailed list for exceptions and wrinkles]]
[[H3: Configuration files: (1) software configuration files – binary, (2) application configuration files – binary except that masters may be txt for Thermal Control, (3) instrument configuration files – binary subsystem config files with master file (possibly text)
[[H3: Memory dump data comes back as CCSDS packets – summarize MOC processing to Lvl0?]]
[[H3: Science data comes back as CCSDS packets – summarize MOC processing to Lvl0?]]

4.2 Representation of Time

The SIU FSW receives two time signals from the Spacecraft: (1) a 1 Hz GPS time hack over a discrete line, and (2) 500 msec to 800 msec before the time hack, a 1 Hz GPS time message from the Spacecraft over the 1553 interface. The GPS 1553 time message communicates the UTC time corresponding to the discrete line time hack, allowing FSW to synchronize itself to Spacecraft UTC time.
The FSW uses these signals and messages, along with the signal from the LAT’s internal 20 MHz clock, to build time and attitude tables for internal use. All data stamped by FSW into event data and into telemetry is UTC time.
[[Make sure clarify how related to GPS time]]
4.2.1 Timestamps in CCSDS Headers

[[Science data packets, Memory dump packets are time-stamped]]

4.2.1.1 Example of Telemetry Timestamp

Figure 1 on page 3 illustrates a CCSDS packet header with timestamp.
4.2.2 Timestamps in Science Data

[[naturally, the packet timestamp is for when the PACKET got assembled, the science data timestamp includes 
[[split out for event data, calibration data, diagnostic if necessary]]

4.2.2.1 Example of Science Data Timestamp
4.3 Representation of Spacecraft Position and Orientation in Science Data
The SIU FSW receives Spacecraft attitude data packets from the SC, delivered at the 5 Hz SC attitude control loop rate, via the 1553 interface with the Spacecraft. [[Reads this data into attitude/time lookup tables]]

The position will be given in inertial coordinates (in km) with respect to the center of the earth.  The x-direction will be the J2000 vernal equinox, RA, Dec (0,0), the z-direction will be (0, +90°), and the y-direction will be consistent with a right-handed coordinate system. The orientation of the spacecraft will be defined by the directions of the spacecraft z- and x-axes (in J2000 RA, Dec in deg).

[[The point is – exactly as represented in S/C attitude message]]

4.4 File Names

[[For telemetry, this is defined by the MOC]]

[[For configuration files, hex filename representation – mention hook into FMX control versioning system]]

4.5 File Headers

This section defines the structure of the headers preceding all data bound for the ISOC (science data telemetry packets written by FSW to the SSR and retrieved 

4.5.1 CCSDS Headers
The LAT outputs CCSDS telemetry packets to the SC on both the 1553 bus and high speed science data interface. This section defines the structure of the CCSDS header for this telemetry. 
4.5.1.1 Packet Format

For context, the general CCSDS telemetry packet format is shown in Figure 1 below.

	Figure 1: LAT CCSDS Telemetry Packet Format

	



4.5.1.2 Header Format

The LAT CCSDS telemetry packets have the standard 6 byte primary header, followed by a 8 byte secondary header specific to the LAT.  The LAT CCSDS telemetry header layout is shown below.
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	Packet Version=0
	T=0
	SH=1
	APID

	SF
	Sequence Count

	Packet Length

	Timestamp Seconds MSW (sample)

	Timestamp Seconds LSW (sample)

	Timestamp Sub-Seconds MSW (sample)

	Timestamp Sub-Seconds LSW (sample)


•
Packet Version – The CCSDS packet version identifier.  Always = ‘0’ to indicate a Version 1 packet.

•
T – The CCSDS packet type identifier. Always = ‘0’ to indicate a telemetry packet.

•
SH – The CCSDS packet secondary header flag.  Always = ‘1’ to indicate that all GLAST telemetry packets have a secondary header.

•
APID – The CCSDS packet application identifier. 

•
SF – The CCSDS packet sequence flags.  ‘00’ = continuation packet in the middle of a sequence.  ’01’ = first packet in a sequence.  ‘10’ = last packet in a sequence.  ‘11’ = standalone packet which is not part of a sequence.

•
Sequence Count – The CCSDS packet sequence count. This running counter increments for each packet generated for a given application type (indicated by the “APID” member).

•
Packet Length – The CCSDS packet length.  Indicates the length of application data plus the 2 bytes of secondary header minus ‘1’.

•
Timestamp Seconds – The seconds counter of the local timer. 

•
Timestamp Sub-Seconds – The sub-seconds counter of the local timer. Each tick of the counter represents 1 microsecond from the value presented in the Timestamp Seconds counter.

4.5.2 Level 0 Data Products Headers
[[These come from the MOC. Just refer out to MOC docs]]
1) Step 1 (MOC): Packets from the CCSDS stream written into the SSR organized in Virtual Channel files at White Sands. A Virtual Channel file contains packets from a defined range of APIDs. The CSSDS packets in these files are sequential as written to the SSR
2) Step 2 (MOC): Virtual Channel files are parsed and the packets within are sorted by APID. Duplicate packets are removed. Packets of each APID get written to separate files. All files corresponding to packets in a particular Virtual Channel get bundled up into a single Lvl 0 product file (named (PKT_YYYYDDD_hhmmss_VCNN_ppppp.0.gz). Where VCNN specifies the Virtual Channel and ppppp is a unique identifier.

3) Step 3 (MOC to ISOC): Each L0 product file gets listed in a manifest (signal file) and transferred to IOCs. All files are accompanied by a FITS format message file which gives the filename and checksum for the associated file.
4.5.3 Software File Headers
[[Got to get PBC/SBC, RTOS, application database, source code (sticking to small enough for one pass rule?), and config files in here – different headers for each, or all FMX headers?]]
5 Summary of Data Described in this ICD

[[The following tables break it down, baby]]
[[Correlate entries here with entries in the Data Products ICD – where reported in Lvl 0 data from the MOC?]]

5.1 FSW Download Data Products Summary
[Following table shows XYZ]]
	Table 1: FSW Download Data Products

	ICD ID
	Product
	Science Data

Telemetry APID
	Summary Description
	Delivered
	Latency
	Size (bytes)
	Deliver to

	FI-001
	SIU0 event data passthrough
	0x3B6
	* EventID
* Attitude/time

* LATp event summary: event number?
* LATp event summary: “marker” field set by FSW?

* ACD hit/accept maps, PHA data?

* CAL logs, TKR accepts/strips/TOT?

* GEM summary fields, incl time


	Per SSR read
	Depends on how much on the SSR and contact/
dump period
	[[Packet size]]

Try to estimate maximum collected in a long observation?
	SSR to MOC

	FI-002
	SIU1 event data passthrough 
	???
	* EventID
* Attitude/time

* LATp event summary: event number?

* LATp event summary: “marker” field set by FSW?

* ACD hit/accept maps, PHA data?

* CAL logs, TKR accepts/strips/TOT?

* GEM summary fields, incl time
	Per SSR read
	SSR read
	
	GSSC

	FI-003
	EPU0 event data passthrough 
	0x3B7
	* EventID
* Attitude/time

* LATp event number?

* ACD hit/accept maps, PHA data?

* CAL logs, TKR accepts/strips/TOT?

* GEM summary fields, incl time
	Per SSR read
	SSR read
	20–35 M
	GSSC

	FI-004
	EPU1 event data passthrough
	0x3B8
	* EventID
* Attitude/time

* LATp event number?

* ACD hit/accept maps, PHA data?

* CAL logs, TKR accepts/strips/TOT?

* GEM summary fields, incl time
	
	SSR read
	
	GSSC

	FI-005
	EPU2 event data passthrough 
	0x3BE
	* EventID
* LATp event number?

* ACD hit/accept maps, PHA data?

* CAL logs, TKR accepts/strips/TOT?

* GEM summary fields, incl time
	
	SSR read
	
	GSSC

	FI-006
	SIU0 event data filtered/compressed
	0x3BB
	* EventID
* LATp event number?

* LATp “marker” field set by FSW?

* Filter config
	On update
	NA
	
	GSSC

	FI-007
	SIU1 event data filtered/compressed
	???
	* EventID?

* LATp event number?

* Filter config
	
	
	
	

	FI-008
	EPU0 event data filtered/compressed
	0x3BC
	* EventID?

* LATp event number?

* Filter config
	
	
	
	

	FI-009
	EPU1 event data filtered/compressed
	0x3BD
	* EventID?

* LATp event number?

* Filter config
	
	
	
	

	FI-010
	EPU2 event data filtered/compressed
	0x3BE
	* EventID?

* LATp event number?

* Filter config
	On update
	N/A
	
	GSSC

	FI-011
	SIU0 calibration data
	0x3C5
	
	
	
	
	GSSC


	FI-012
	SIU1 calibration data
	
	
	
	
	
	

	
	EPU0 calibration data
	
	
	
	
	
	

	
	EPU1 calibration data
	
	
	
	
	
	

	
	EPU2 calibration data
	
	
	
	
	
	

	
	SIU0 diagnostic data
	
	* EventID?

* LATp event number?

* LATp diagnostic data
	
	
	
	

	
	SIU1 diagnostic data
	
	* EventID?

* LATp event number?

* LATp diagnostic data
	
	
	
	

	
	EPU0 diagnostic data
	
	* EventID?

* LATp event number?

* LATp diagnostic data
	
	
	
	

	
	EPU1 diagnostic data
	
	* EventID?

* LATp event number?

* LATp diagnostic data
	
	
	
	

	
	EPU2 diagnostic data
	
	* EventID?

* LATp event number?

* LATp diagnostic data
	
	
	
	

	
	CPU memory dump
	
	* Boot Diagnostics Region
* Watchdog circular buffer
	
	
	
	

	
	CPU PCI header dump
	
	
	
	
	
	

	
	CPU register dump
	
	
	
	
	
	

	
	CPU file dump
	
	
	
	
	
	


5.2 FSW Upload Data Products Summary
[[And then there are the upload products]]

	Table 2: FSW Upload Data Products

	ICD ID
	Product
	Telecommand
APID
	Summary Description
	Delivered
	Latency
	Max Size (bytes)
	Deliver to

	IF-001
	Software configuration files
	
	Low-level software parameters: resource allocations, taskID, task priority
	On update; [[very infrequent]]
	
	[Tiny]
	GSSC

	
	Application configuration files
	
	Varies by FSW application/subsystem; parameters to affect subsystem behavior
	On update; [[very infrequent]]
	
	
	GSSC

	
	Instrument configuration files
	
	Register settings for front-ends, TEM, GEM, AEM
	On update; [[infrequent]]
	
	Variable; 
	GSSC

	
	FSW library modules
	
	
	On update, [[very infrequent]]
	
	
	

	
	Secondary boot application database file
	
	
	On update, [[very infrequent]]
	
	
	

	
	RTOS image
	
	
	On update, [[very infrequent]]
	
	
	

	
	Memory writes
	
	
	On update
	
	
	GSSC

	
	PCI header writes
	
	
	On update
	
	
	GSSC

	
	CPU register writes
	
	
	On update
	
	
	GSSC


6 Science Data

[[Blah blah intro]] [[Science data “channel” also includes packets for file and memory dumps]]
[[Other data comes back on science data APIDs (software report and MSG output), but not covering anything but science, file and memory dumps in this document…See the C&T handbook]]

6.1 Science Data Delivery Mechanism
6.1.1 Delivery Route

All science data packets are stored to the Solid State Recorder on board the Spacecraft. Packets are written to this device in the order in which they are processed on an SIU or EPU and sent via the Event Builder to the SSR. 

As described in [XY – Operations Data Products ICD), the White Sands facility initiates dumps of the date written to the Solid State Recorder, and bundles the resulting raw packets MOC retrieves science data packets from the White Sands facility as Virtual Channel [[Reading data from SSR, retrieved by MOC, Lvl0 products, and so on…]]
6.1.2 Delivery Schedule

[[event data: variable – predictable during survey and pointed observations; unpredictable during GRBs]]
[[calibration data: variable – predictable since calibrations are commanded]]
[[diagnostic data: variable – predictable since diagnostics are commanded]]

6.1.3 Interruption Handling

[[Anything done during a load shed or if an EPU gets a Watchdog boot – ISOC issue sheet talks about covering what happens during an “interrupted calibration”.
6.2 Passthrough Event Data
Get all the front-end mnemonics right:

ACD front ends: FREE boards
(a) 216 GAFE (ACD Front End) and 12 GARC (ACD Readout Controller)

(b) (G)AEM (ACD Common Controller)

(c) Environmental monitor

Tower front ends (per TEM/Tower):
(a) CAL: 4 cables -- 4 GCCC (Calorimeter Cable Controller), 4 GCRC (Calorimeter Readout Controller)

(b) CAL: other modules – 192 GCFE (Calorimeter Front-End)

(c) TKR: 8 cables -- 8 GTCC (Tracker Cable Controller), 72 GTRC (Tracker Readout Controller)

(d) TKR: other modules –864 GTFE (Tracker Front-End)

(e) Tower generic modules -- 1 TEM (Common Controller), 1 GTIC (Trigger Interface Controller),

The Event Builder Module:
1) 24 sources of LATp packets – 1 GEM, 16 TEMs, 1 AEM, 3 EPU, 3 SIU ( 7 destinations (1 SSR, 3 SIU, 3 EPU)
Pieces of the event data stream: 

Calorimeter contributions (always 32 bit multiple) – 4 cables from CAL front-ends to TEM. Variable data size. Depends on which cal units were over energy threshold.
DATA: (See TEM ICD 4.2.1.3.1) What raw ADC data on these cables: zero-suppressed logs are the data unit (yes, that is, the logs that reported significant data; each log contains 2 values and ranges, one for each log-end) ? Each log-end ADC is a 12-bit value plus the 2 bit range (low or high energy?) at which the value was sampled x 2 = 28 + the column address in the log = 32 bits. 
Tracker contribution – 8 cables from TKR front-ends to TEM. Variable data size. Depends on length of track, this how many TKR tiles were hit and layer distribution.

DATA: (See TEM ICD 4.2.2) accepts
ACD contribution – 12 cables of data, 1 cable per FREE board. Each cable aggregates data from 18 GAFEs. 
DATA: Each cable sends down: (a) (header) discriminated hit maps or veto info, (b) (header) discriminated accept (zero suppression) map info, (c) zero suppressed pulse height info. No error or diagnostic contribution for ACD data.
GLT/GEM contribution – lots of good stuff
Pieces (other) of the event data stream:

1) Statistics on reject rates on each filter “channel”. In the SIU-generated packets only?

Event data fabric:
(1) contributions

(2) diagnostic: contains “trigger primitives” – data that does into the trigger decision but is not event data??

(3) errors
6.3 Filtered and Compressed Event Data

[[Tabulate by SIU vs. EPU]]
6.4 Instrument Calibration Data

[[Tabulate by SIU vs. EPU]]
6.5 Instrument Diagnostic Data

[[Tabulate by SIU vs. EPU]]
7 Memory Writes and Dumps

[[Blah blah memory dumps]]
[[Blah blah memory writes]]

[[Have to break down by para-boot and post-boot?]]

7.1 General Memory Map

7.1.1 Boot SDRAM Regions

[[Break down by regions available at boot shell]]
[[Highlight Boot Diagnostics Area and RTOS RAM Load Region and, if appropriate, 2 Boot RAM modules]]
7.1.2 Post-Boot SDRAM Regions

[[Break down by SBC regions and application regions]]

7.1.3 PCI Memory Space

[[SIU vs. EPU]]

7.1.4 CPU Register Space

7.2 Dumps of the Boot Diagnostics Region

[[This is the only region, riiiight?]]

[[The Watchdog going to write its circular buffer here?]]

[[List the commands used or too possible to go out of date?]]

7.3 Writes to Such and Such Usable Memory Area (Beware!)
8 Software File Uploads
[[summarize three types, silly lead-in]]

[[Got to get PBC/SBC, RTOS, application database, source code (sticking to small enough for one pass rule?), and config files in here – different headers for each, or all FMX headers?]]
8.1 Software File Delivery Mechanism

8.1.1 Delivery Route

[[Same route for everybody]] [[Also include relevant upload and file management telecommands? Or too likely to go out of date?]]
8.2 FSW Application Libraries

8.2.1 Delivery Schedule

8.3 RTOS Image

8.4 Secondary Boot Application Database Files

8.5 Software Configuration Files

[[Tabulate by package that uses them. Mostly all of the same]]
8.5.1 Delivery Schedule

8.6 Application Configuration Files

[[5 types --]]
8.6.1 Housekeeping System Configuration Files

8.6.2 Thermal Control System Configuration Files
8.6.3 Instrument Physics Configuration Files

8.6.4 Calibration Configuration Files

8.6.5 Diagnostics Framework Configuration Files

8.7 Instrument Configuration Files

[[Cover XML representation and tools on the ground; then binary conversion upload unpacking, etc.]]
[[Summarize the DTD]]

[[Summarize modular process, segmentation: define a master file, master points to sub-files, sub-files organized by subsystem – GCFE, GAFE, GAEM, etc. w/ both a static and dynamic file for each segment]]

[[Some preloaded in EEPROM before launch: custom static files + default static files

[[Master file must define a complete configuration of the LAT, referring to a combination of static defaults, statics, default dynamics, dynamics]]

[[Having to slice this two ways: (1) static vs. dynamic registers, (2) default vs. custom. So an initial config file set would be: master file + static default(s) + dynamic default(s) + static customs + dynamic customs. An incremental update would be: new master file + default dynamic file(s) for classes of hardware (relatively few) + custom dynamic files for “odd-case” instances of hardware (potentially many)

[[Cover TEM and AEM registers]]
[[ALSO cover GEM (trigger), PDU, CRU, EBM]]

8.7.1 Delivery Schedule

8.7.2 Configurable Values
[[Cover the Contextual, Dynamic, and Static registers. Does Static mean that we can’t set them, or that it seems to FSW highly unlikely that they will be modified during the life of the mission – perhaps relegate Statics to an Appendix and break out the Contextual and Dynamic jobs]]

[[Bring over original table from Config doc – bring XML tags up to date]]
9 Software File Dumps

[[Got to cover file dumps – but isn’t this just the converse of the uploads?]]
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