Minutes of the LAT Operations Scenario Meeting with ACD
Held 7/7/04 at 12:30 PDT

Attendees:

Ernest Canevari, John Teter, Jim Martin, Jeff Fisher, Bill Craig, Lori Bator, Steve Culp, Mike DeKlotz, Dave Thompson, Bob Hartman, Dave Birch

No issues on agenda and first three slides of backup material regarding what the LAT operations phases were and the LAT commanding during on-orbit operations. 

Subsystem Operations

Subsystem-related commanding during initial checkout, survey mode and pointed observation

Initial checkout:
· During initial checkout the ACD will be turned on in calibration mode to establish HVs and thresholds. Since ACD will need to have control of triggering there can be no science data taking available during this period, which is expected to last on the order of days

· Phototube high voltages need to be turned on carefully, 12 sets of 18, one set at a time, monitoring for corona effects
After checkout, ACD will require primarily minor adjustments:
· Perhaps 1st month – weekly, after 6 months – monthly
· What is adjusted depends on experience with CR spectra 
· Temperature dependence – must adjust for drift

· Detector degradation (which is known)
· Expect degradation after several months to years

· Change threshold or high voltage to compensate

· Tuning

· Cosmic rays must be collected and monitored routinely

· ACD will provide monitoring (Alex)
· Threshold can be changed for each of the 18 phototubes; high voltage changed for each of the 12 sets (18 tubes per set)
· Changed via register settings

· Defined in ICD

· Calibration 

· FSW – test charge injection

· Ground calibration

· Need to monitor temperatures when switching between pointed and survey modes

· Could be some temperature dependence in ACD

· More data to be collected during TV

· Will learn from normal ops - don’t anticipate needing a special test during L&EO

· Monitor 194 tubes, FREE board thermistors and other ACD thermistors 

· SAA management is very important
· FSW turns down high voltage based on SAA message from S/C

· No internal backup

· MOC is talking about having backup ATS commands

· Requires 12 commands (1 per FREE card) to turn down and 12 to turn back on post SAA

· SAA occurs 8 times a day for varying lengths of time (up to 30 min)

· Action:  organize an SAA “interface” TIM with GSFC, Spectrum Astro ?

Scope of Commanding

Number of commands, size of files and use of real-time or ATS

· Turn on will be performed in real-time

· Routine ops can be done through stored commands

· Relative time sequence would be useful but is not required

· No file uploads for ACD

Special Requirements

· No pointing dependency (except indirectly via thermal changes)
· Critical commands

· Initial on-orbit turn on of high voltage requires monitoring for corona effects
· Contingency commanding

· If anomaly in ACD, need to re-enter ACD controlled triggering - would need a few days of real-time command capability to recover from anomalies, similar to initial checkout period 

· Anomaly resolution may require several thousand commands from the ground

· Group the commands into groups of 100s

· Have ability to upload commands to FSW memory and issue commands from there (FSW action to verify capability to do this)
Contingency Plans

Potential anomalies
· Power supply current values outside nominal range

· Phototube failure

· Change in performance of phototube

· Drift in high voltage performance

· Micrometeoroid hit to tile

· Turn off signal to tile and adjust LAT ops to work around it
· Failure of FREE card – eliminates up to 17 channels of detectors

· Need to adjust voltage and threshold for paired channels (redundant FREE cards)
Data monitoring

· FSW monitors current and switches to safemode (SAA config) if current changes by a set amount
· Mike DeKlotz took an action to verify there is an alert message sent to ground

· S/C monitors temperatures but takes no action

· MOC may monitor rates (counts) if data available in HK

· Notifies ISOC and ACD of limit violations only – no action

· ISOC monitors rates (counts) in HK or Science data

· Notifies ACD of limit violations

MOC Responsibilities

· MOC monitors real-time and playback HK data and performs limit checking

· No diagnostic data from ACD

· In case of alert (e.g., FSW shut ACD down due to current limit violation), MOC only notifies ISOC and ACD and does not perform any actions automatically

